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Abstract. We present an evaluation of the complete gauge-invariant set of the two-loop self-energy diagrams
carried out to all orders in the parameter Zα. The calculation is performed for the ground state of H-
like ions with Z ≥ 40. As a result, we significantly improve the accuracy of theoretical values for the
ground-state Lamb shift in high-Z H-like ions. We provide a compilation of various contributions to the
ground-state energy of H-like ions and estimate uncertainties of the corresponding theoretical predictions.
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Introduction

Lamb-shift measurements in atomic systems presently
provide one of the most stringent tests of quantum elec-
trodynamics (QED). They are also used for the deter-
mination of fundamental physical constants with an out-
standing accuracy [1]. The experimental precision for the
1S–2S transition in hydrogen has already reached 2 parts
in 1014 [2] and is likely to be improved in the future. To
theoretically describe bound systems on an adequate level
of accuracy is a challenging problem. Currently, one of the
most important limiting factors for the theoretical deter-
mination of the Lamb shift is the understanding of the
two-loop self-energy corrections [1].

Historically, investigations of radiative corrections to
a given order in the fine-structure constant α rely on an
expansion in the parameters Zα and ln[(Zα)−2] (Z is the
nuclear charge number). For the two-loop self-energy cor-
rection this expansion reads

F (Zα) = B40 + (Zα)B50 + (Zα)2
[
L3B63

+L2B62 + LB61 +B60

]
+ · · · , (1)

where L = ln[(Zα)−2] and the function F (Zα) is related
to the corresponding energy shift ∆E by

∆E = m
(α
π

)2 (Zα)4

n3
F (Zα) , (2)
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where n is the principal quantum number of the valence
state. The lowest-order termB40 is determined by the elec-
tron form factors and their derivatives at zero transferred
momentum. This correction was evaluated long ago [3–6],
and its numerical value for the ground state is

B40 = 1.409 244 . . . (3)

The calculation of higher-order two-loop corrections be-
came possible only relatively recently. A considerable
amount of efforts has been applied in this direction during
the last decade. The evaluation of the next-to-leading cor-
rection was accomplished independently by Pachucki [7]
and by Eides and Shelyuto [8]. The numerical value of
this term turned out to be surprisingly large,

B50 = −24.266(3). (4)

This result significantly influenced agreement with ex-
perimental values for the Lamb shift in hydrogen and
in He+. The leading logarithmic term B63 = −8/27
was first derived by Karshenboim [9] and later confirmed
in [10,11]. (It should be noted that Karshenboim’s eval-
uation, while yielding the right answer, is not completely
correct, as will be discussed below.) Two remaining loga-
rithmic corrections B62 and B61 have also been elaborated
by Pachucki [11]. Complete n-dependence of the B61 term
for S states was derived lately by Jentschura [12]. For the
ground state, a small modification was found in that work
for the B61 correction as compared to the previous result
of [11]. The numerical values of these terms for the ground
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state are

B62 = −0.639 669 . . . , (5)
B61 = 49.838 315. (6)

Again, as in order (Zα)5, the result obtained turned out
to be surprisingly large. Even for hydrogen, it reverses the
sign of the total logarithmic contribution and significantly
changes the theoretical prediction. The calculation of the
next non-logarithmic correction B60 represents a calcula-
tional challenge and is not completed at present. Up to
now, only its fine-structure difference has been reported
in reference [13].

The above results show that the convergence of the
Zα expansion (1) is remarkably slow even for the lightest
ions. Keeping in mind the large value of the B61 term,
one can only speculate about numerical values of higher-
order terms. In particular, rather large error margins have
been ascribed to the B60 term in [11], B60 = 0 ± 100,
which gives rise to the leading theoretical error for the
Lamb shift in hydrogen. The situation for heavier ions
is even more uncertain. This shows the necessity for the
numerical evaluation of the two-loop self-energy correction
to all orders in Zα. Such an evaluation, especially in the
low-Z region, is a very demanding problem. We remind
the reader that an accurate numerical calculation of the
one-loop self-energy correction for light H-like ions with
Z < 5 was elaborated only very recently [14]. Evidently,
carrying out a similar project for the two-loop case is much
more difficult.

The calculation of the two-loop self-energy diagrams
(Fig. 1) without an expansion in Zα started with the irre-
ducible contribution of the diagram (a) (also known as the
loop-after-loop (LAL) correction), which is the simplest
part of the total set. Such an evaluation was first accom-
plished in [15] for high-Z ions, and later in [16] for all ions
including hydrogen. The latter investigation demonstrated
a rather peculiar behaviour of the LAL correction in the
low-Z region. It was shown that already for hydrogen its
actual value was of a different sign and magnitude than the
value based on the first two terms of the Zα expansion. In
addition, a different result was found in [16] for the leading
logarithmic contribution B63 as compared to the analyt-
ical evaluation [9]. (We note that in the latter work the
B63 term was evaluated for the complete set of the two-
loop self-energy diagrams. However, it was argued that it
originated from the LAL contribution only.) As a result,
a question was raised in [16] about the possibility that
the Zα expansion for the two-loop self-energy could be
inadequate even for hydrogen. This speculation attracted
attention and several investigations followed. The subse-
quent numerical calculation [17] claimed to be compatible
with the analytical result. However, the third numerical
evaluation by one of us [18] confirmed the first result [16].
At the same time, the total value of the B63 contribu-
tion was confirmed independently by several groups, e.g.,
in [10]. To throw light on this intricate situation we per-
formed [19] an analytical calculation of the B63 term sepa-
rately for the LAL contribution and found agreement both
with our previous numerical result and with that of [16].

Our conclusion was that the LAL correction provided an
additional cubed logarithmic contribution that had been
omitted in the original analytical calculation [9]. However,
this additional term vanishes when the complete set of
the two-loop self-energy diagrams is taken into account.
Recently, analogous terms were reported for the leading
logarithmic contribution for P states [20].

The evaluation of the remaining part of the two-loop
self-energy diagrams is by far more difficult. It consists
of the reducible part of the LAL diagram (a), the over-
lapping diagram (b), and the nested diagram (c). First
attempts to evaluate them to all orders in Zα were
made by Mallampalli and Sapirstein [21] and by Goidenko
et al. [22]. In the former investigation, the contribution of
interest was rearranged in 3 parts, referred to by the au-
thors as the “M”, “P”, and “F” terms. (We discuss this
separation in detail below.) Mallampalli and Sapirstein
calculated only the M and F terms, while the P term
was left out since a new numerical technique had to be
developed for its computation. In addition, since the nu-
merical procedure turned out to be very time consuming,
the actual calculation of the M term was carried out only
for two ions, uranium and bismuth. Subsequently, in the
investigation by two of us [23] we accomplished the com-
putation of the remaining P term for Z = 83, 90, and 92,
which formally completed the calculation of the two-loop
self-energy. However, as we will see, the rearrangement of
the whole correction into the M , P , and F terms is artifi-
cial since all the three are divergent. A proper treatment
should include these terms simultaneously. In addition,
more than two points (in Z) are needed in order to ana-
lyze the Z dependence of the correction and to compare
it with the known terms of the Zα expansion. All these
issues are addressed to in the present investigation. First
our results were published in [24]. In this work we present
a detailed description of the formalism and the main fea-
tures of our numerical procedure.

The paper is organized as follows. In the beginning of
Section 1, we summarize the known results and basic for-
mulas for the one-loop self-energy correction which serve
as a basis for our study of two-loop contributions. Then we
present general formulas for the two-loop corrections, iso-
late ultraviolet and infrared divergences, and separate the
whole correction in 4 parts: the LAL contribution, the M ,
P , and F terms. The subsequent 3 sections describe the
evaluation of the M , P , and F terms, respectively. In Sec-
tion 5, we collect all contributions to the two-loop self-
energy correction and discuss the present status of the
Lamb shift in high-Z H-like ions.

Our calculation is carried out in the Feynman gauge
and for the point model of the nuclear-charge distribu-
tion. The relativistic units (� = c = 1) and the Heaviside
charge units (α = e2/4π, e < 0) are used throughout the
paper. We introduce here several notations that will be
extensively used in what follows. The the photon propa-
gator in the Feynman gauge is written as Dµν(ω, x12) =
gµνD(ω, x12) , where

D(ω, x12) =
exp(i

√
ω2 + i0x12)
4πx12

, (7)
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the branch of the square root is fixed by the condition
Im(

√
ω2 + i0) > 0, and x12 = |x1 − x2|. The operator of

the electron-electron interaction is then

I(ω) = e2αµαµD(ω), (8)

where αµ = (1,α) are the Dirac matrices. We also use the
notations p/ = pµγ

µ, A/ = γµA
µ, and p̂ = p/|p|.

1 Basic analysis

1.1 One-loop self-energy

We start with some basic formulas for the first-order self-
energy correction that will be needed in our investigation
of two-loop contributions. The formal expression for the
unrenormalized first-order self-energy matrix element in
the Feynman gauge is given by

∆Eunren
SE = 2iα

∫ ∞

−∞
dω
∫

dx1 dx2 ψ
†
a(x1)αµ

×G(εa − ω,x1,x2)αµψa(x2)D(ω, x12), (9)

where G is the Dirac-Coulomb Green function, G(ε) =
(ε − H)−1, where H is the Dirac-Coulomb Hamiltonian.
For the future use, we introduce the self-energy function

Σ(ε,x1,x2) = 2iαγ0

∫ ∞

−∞
dω

×D(ω, x12)ανG(ε− ω,x1,x2)αν . (10)

In terms of the self-energy function, equation (9) is simply
written as

∆Eunren
SE = 〈a|γ0Σ(εa)|a〉. (11)

We introduce the γ0 matrix into the expression for the
self-energy function Σ in order to be consistent with the
standard definition of the free self-energy function Σ(0)

[Eq. (234)], which should be obtained from Σ when the
external binding field is switched off.

The renormalization of the one-loop self-energy is well
known. In our work, we employ the method based on the
expansion of the bound-electron propagator G in terms of
the interaction with the nuclear Coulomb field [25]. For
the detailed description of our renormalization procedure
we refer the reader to [26]. The renormalized self-energy
correction is then represented by the sum of the zero-,
one-, and many-potential terms,

∆ESE = ∆Ezero
SE +∆Eone

SE +∆Emany
SE , (12)

where

∆Ezero
SE =

∫
dp

(2π)3
ψa(p)Σ(0)

R (εa,p)ψa(p), (13)

∆Eone
SE =

∫
dp1

(2π)3
dp2

(2π)3
ψa(p1)

×Γ 0
R(εa,p1; εa,p2)VC(q)ψa(p2) , (14)

where VC(q) = −4παZ/|q|2 is the Coulomb potential,
q = p1−p2, ψa(p) = ψ†

a(p)γ0, and Σ(0)
R (p) and Γµ

R(p1, p2)
are the renormalized free self-energy and vertex functions
in 4 dimensions introduced in Appendix A. The expres-
sion for ∆Emany

SE is given by equation (9) where the Green
function G is replaced with G(2+),

G(2+) = G−G(0) −G(1), (15)

where G(0) is the free Dirac Green function, and G(1) is
the one-potential Green function,

G(1)(ε,x1,x2) =
∫

dzG(0)(ε,x1, z)VC(z)G(0)(ε, z,x2).

(16)
We now discuss the contour of the ω integration in the
many-potential term because this will be an important
point in the two-loop case. It is widely accepted that it
is advantageous to deform the integration contour to be
parallel to the imaginary axis. This provides additional ex-
ponential damping factors from the electron and photon
propagators and makes the integration much more easy to
perform numerically. We mention here two ways to deform
the contour that are most widely used in self-energy calcu-
lations. The first choice is to perform the standard Wick
rotation of the contour to the imaginary axis (ω → iω).
In this case, one or several pole terms arise induced by
the intermediate states in the spectral decomposition of
the electron propagator that are more (or equally) deeply
bound than the valence state (see, e.g., [25]). For the first-
order self-energy, these pole terms are quite simple, but
in the two-loop case their structure becomes much more
complicated.

It is possible also to deform the integration contour in
a way that is free from this disadvantage. We define the
contour CLH that consists of two parts, the low-energy
(CL) and the high-energy (CH) ones, CLH = CL + CH ,
CL = [∆−i0,−i0]+[i0, ∆+i0], and CH = (∆−i∞, ∆−i0]+
[∆+i0, ∆+i∞). Here∆ is an auxiliary parameter that can
be chosen arbitrary within the interval ∆ ∈ (0,m + εa).
Such contour (with ∆ = εa) was first used by Mohr [27].
Various modifications of this contour were employed in
our investigations [26,28], where the low-energy part of
the contour was bent into the complex plane in order to
escape poles from virtual states more deeply bound than
the valence state. Employing the CLH contour, we can
write the expression for the many-potential term as (a is
assumed to be the ground state)

∆Emany
SE = −α

π

∫ ∆

0

dω
∫

dx1 dx2 ψ
†
a(x1)αµ

×G(2+)(εa − ω)αµψa(x2)
sin(ωx12)

x12

+
α

π
Re
∫ ∆+i∞

∆

i dω
∫

dx1 dx2 ψ
†
a(x1)αµ

×G(2+)(εa − ω)αµψa(x2)
exp(iωx12)

x12
· (17)
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Fig. 1. Two-loop self-energy diagrams. Individual graphs are
referred to as the loop-after-loop (LAL) diagram (a), the over-
lapping diagram (b), and the nested diagram (c). Double line
indicates an electron propagating in the Coulomb nuclear field.
It is understood that the corresponding mass counterterms are
subtracted from the diagrams.

In this case no pole terms arise from the point ω = 0
since the behavior of the integrand is softened due to the
presence of sin(ωx12) that vanishes at ω = 0.

1.2 Two-loop self-energy diagrams: basic formulas
and renormalization

The two-loop self-energy diagrams are presented in Fig-
ures 1a–1c. They are denoted as the loop-after-loop (LAL)
diagram (a), the overlapping diagram (b), and the nested
diagram (c). The contribution of the LAL diagram is usu-
ally divided into 2 parts that are referred to as the irre-
ducible and the reducible one. The reducible contribution
is defined as a part of the diagram in which the interme-
diate states in the spectral decomposition of the middle
electron propagator coincide with the initial valence state.
The irreducible part is the remainder (also referred to as
the LAL correction). This contribution can be shown to be
invariant under the covariant gauge transformations (see,
e.g., Appendix of [29]). Formal expressions for the corre-
sponding energy shift can easily be derived, e.g., by the
two-time Green function method [30]. For the first time
they were obtained by Mills and Kroll [31]. The LAL cor-
rection is given by

∆ELAL = 〈a|γ0Σ̃(εa)Gred γ0Σ̃(εa)|a〉, (18)

where Σ̃(εa) = Σ(εa)−δm(1), Σ(ε) is the self-energy func-
tion (10), δm(1) is the one-loop mass counterterm, Gred is
the reduced Dirac-Coulomb Green function.

The reducible part of the LAL diagram should be eval-
uated together with the nested and overlapping contribu-
tions since only the sum of all these terms is ultraviolet
(UV) and infrared (IR) finite. It is given by

∆Ered = ∆ESE 〈a| γ0 ∂

∂ε
Σ̃(ε)

∣∣∣∣
ε=εa

|a〉, (19)

where ∆ESE is the one-loop self-energy correction (12).
The contribution of the nested (N) diagram reads

∆EN = 2iα
∫ ∞

−∞
dω1

∫
dx1 . . . dx4D(ω1, x14)

×ψ†
a(x1)αµG(εa − ω1)γ0Σ̃(εa − ω1)

×G(εa − ω1)αµψa(x4) − m.c.t. , (20)

where m.c.t. denotes the corresponding second-order
mass-counterterm contribution. For brevity, we omit ra-
dial arguments in G and Σ that can be easily restored.
The overlapping (O) contribution is given by

∆EO = 2iα
∫ ∞

−∞
dω1

∫
dx1 . . . dx4D(ω1, x13)

×ψ†
a(x1)αµG(εa − ω1)γ0Λµ(εa − ω1, εa)ψa(x4) − m.c.t.,

(21)

where the vertex function is defined as

Λµ(εa − ω1, εa) = 2iαγ0

∫ ∞

−∞
dω2D(ω2, x24)αν

×G(εa − ω1 − ω2)αµG(εa − ω2)αν . (22)

In our derivation we utilize an approach where the mass
counterterm is included from the very beginning into the
Lagrangian of the system (see, e.g., [32]). In this approach,
each (sub-) graph g giving a contribution to the self-energy
is accompanied by the corresponding piece of δm called
δm(g). We indicate this by adding a tilde to the self-
energy function, Σ̃(g) = Σ(g) − δm(g). In this way, the
mass renormalization is performed implicitly, and we do
not draw any diagrammatic representation for mass coun-
terterms. With the discussion of formal mass renormal-
ization completed, the next step is to consider the charge
renormalization. For completeness, we present it in some
detail here, largely repeating the original description by
Fox and Yennie [33]. Other studies of the renormalization
of two-loop self-energy diagrams can be found in [34,35].

The general approach is based on the external-field
expansion of the bound-electron propagator

1
p/− eA/−m

=
1

p/−m
+

1
p/−m

eA/
1

p/−m
+ · · · (23)

where A is the external electromagnetic potential Aµ(x) =
(ϕ(x),A(x)). This expansion, applied to the lowest-order
self-energy function Σ̃ yields

Σ̃ = Σ̃(0) + Σ̃(1) + Σ̃(2+), (24)

where the superscript indicates the power in A/, and

Σ̃(2+) = Σ(2+) =
∞∑

n=2

Σ(n). (25)

All terms Σ(i) with i ≥ 2 are finite. For the first two terms
we have (see Appendix A)

Σ̃(0) = B(1) (p/ −m) +Σ
(0)
R , (26)

Σ̃(1) = L(1) eA/+Σ
(1)
R , (27)

where B(1) and L(1) are the one-loop renormalization con-
stants, and the subscript R indicates that the correspond-
ing contribution is UV finite.
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Fig. 2. Expansion of the nested part of the two-loop self-energy
function in powers of eA/.

Taking into account the Ward identity (B(1) = −L(1)),
we obtain the following representation for the self-energy
function,

Σ̃ = B(1) (p/− eA/−m) +Σ
(0)
R +Σ

(1)
R +Σ(2+). (28)

The last three terms here are finite, and the fist term
vanishes when its expectation value is evaluated with the
Dirac wave functions. Then,

〈a|γ0Σ̃|a〉 = 〈a|γ0Σ
(0)
R |a〉 + 〈a|γ0Σ

(1)
R |a〉

+ 〈a|γ0Σ
(2+)
R |a〉 = ∆ESE, (29)

which yields the known decomposition (12).
Now we turn to the two-photon case. Starting with the

nested diagram, we expand it as shown in Figure 2. The
diagram (a) yields

Σ̃
(0)
N = B(2N) (p/−m) +B(1) Σ̃(0) +Σ

(0)
N,R, (30)

where B(2N) is the overall two-loop divergent constant
and B(1) comes from the renormalization of the inner self-
energy loop. The combination of Figures 2b, 2c, and 2d
contribute a net result

Σ̃
(1)
N = L(2N) eA/ +

(
2B(1) + L(1)

)
Σ̃(1) +Σ

(1)
N,R. (31)

The contribution from the graphs containing n interac-
tions with the potential are

Σ̃
(n)
N =

[
(n+ 1)B(1) + nL(1)

]
Σ̃(n) +Σ

(n)
N,R . (32)

�
�

� ��
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Fig. 3. Expansion of the overlapping part of the two-loop self-
energy function in powers of eA/.

Here the terms containing B(1) arise from graphs in which
there are zero external potentials inside the inner self-
energy loop [Fig. 2e], while those containing L(1) have just
one external potential there [Fig. 2f]. Adding these results
and using the Ward identity, one finds

Σ̃N = B(2N) (p/ − eA/−m) +B(1) Σ̃ +ΣN,R. (33)

The same procedure can be used for the overlapping dia-
gram, as indicated in Figure 3,

Σ̃
(0)
O = B(2O) (p/−m) + 2L(1) Σ̃(0) +Σ

(0)
O,R, (34)

Σ̃
(1)
O = L(2O) eA/ + 2L(1) Σ̃(1) +Σ

(1)
O,R. (35)

For the higher-order contributions, there are two types:
those which have all the potentials on the extreme right
or left [Figs. 3e and 3f], and those with mixed insertions
[Fig. 3g]. While the mixed insertions yield a finite result,
the former diagrams have a divergent subgraph. The com-
bined results for them yield

Σ̃
(n)
O = 2L(1) Σ̃(n) +Σ

(n)
O,R. (36)

The net result is

Σ̃O = B(2O) (p/− eA/−m) + 2L(1) Σ̃ +ΣO,R. (37)

In our present notation equations (20) and (21) are just
∆EN = 〈a|γ0Σ̃N |a〉 and ∆EO = 〈a|γ0Σ̃O|a〉. Taking into
account that (p/− eA/−m)|a〉 = 0 and 〈a|γ0Σ̃|a〉 = ∆ESE,
we have

∆EN +∆EO = L(1)∆ESE +∆EN,R +∆EO,R . (38)
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The reducible part is then written as

∆Ered = B(1)∆ESE +∆Ered,R . (39)

Now we explicitly see that the sum of these 3 terms for
the energy shift is UV finite,

∆EN +∆EO+∆Ered = ∆EN,R+∆EO,R+∆Ered,R , (40)

which concludes our analysis of the renormalization of the
two-loop self-energy diagrams.

1.3 Infrared reference-state divergences

Infrared (IR) reference-state singularities can occur in
bound-state QED calculations when the energy of inter-
mediate states in the spectral decomposition of the elec-
tron propagators coincide with the valence-state energy.
Considering first the reducible contribution (19), one can
see that it is IR divergent when the valence state appears
as intermediate in the spectral decomposition of the elec-
tron propagator in the self-energy function Σ(ε). The cor-
responding (IR) contribution reads

∆EIR
red = −∆ESE J, (41)

where we introduced the IR-divergent integral J ,

J =
i

2π

∫ ∞

−∞
dω

1
(ω − i0)2

∑
µa

〈aa|I(ω)|aa〉 . (42)

Here, a indicates the valence state a with the angular mo-
mentum projection µa.

Turning to the nested contribution (20), we obtain its
IR-divergent part by the substitution

G(εa − ω1) → G(a)(εa − ω1) =
∑
µa

ψa ψ
†
a

−ω1 + i0
(43)

applied to the both electron propagators to the left and
to the right from the inner self-energy loop. Taking into
consideration that the matrix element of the self-energy
operator 〈n|Σ|n〉 is diagonal with respect to the angular
momentum projection of |n〉 (and does not depend on it),
we obtain the expression for the IR-divergent part:

∆EIR
N =

i
2π

∫ ∞

−∞
dω1

∑
µa

〈aa|I(ω1)|aa〉

×〈a|γ0Σ̃(εa − ω1)|a〉
(ω1 − i0)2

· (44)

In the limit ω1 → 0 we can replace Σ̃(εa−ω1) with Σ̃(εa),
and the integrands of the reducible and the nested term
can be seen to cancel. In other words, we separate ∆EIR

N

into two parts, ∆EIR
N = ∆EIR,1

N +∆EIR,2
N . The first term

∆EIR,1
N is obtained from ∆EIR

N by the substitution Σ̃(εa−
ω1) → Σ̃(εa). Obviously,

∆EIR,1
N = ∆ESE J, (45)

and it vanishes when added together with ∆EIR
red. The

remainder is given by

∆EIR,2
N =

i
2π

∫ ∞

−∞
dω1

∑
µa

〈aa|I(ω1)|aa〉

×〈a|γ0 [Σ(εa − ω1) −Σ(εa)] |a〉
(ω1 − i0)2

· (46)

Let us show that this expression is IR finite. To demon-
strate this, it is sufficient to consider the reference-state
contribution to the self-energy functions. Denoting it con-
ventionally by ∆Ea, we write

∆Ea =
(

i
2π

)2 ∫ ∞

−∞
dω1 dω2

×
∑
µaµâ

〈aa|I(ω1)|aa〉〈aâ|I(ω2)|âa〉
(ω1 − i0)2

×
(

1
−ω1 − ω2 + i0

− 1
−ω2 + i0

)
. (47)

It is convenient to use here the momentum-space repre-
sentation for the photon propagator that yields

D(ω, x12) = −
∫

dk
(2π)3

exp(ikx12)
ω2 − k2 + i0

, (48)

or, after integrating over the angular variables,

D(ω, x12) = −
∫ ∞

0

dk
2π2

k

ω2 − k2 + i0
sin kx12

x12
· (49)

Using this representation, we perform the integrations
over ω1 and ω2 in equation (47) by Cauchy’s theorem,
which yields

∆Ea =
α2

π2

∫ ∞

0

dk1 dk2
1

k1 + k2

×
∑
µaµâ

〈aa|αµα
µ sin k1x14

k1x14
|aa〉

×〈aâ|ανα
ν sin k2x23

k2x23
|âa〉. (50)

This expression is obviously finite.

1.4 General scheme of the numerical evaluation

We are now going to rearrange the contributions under
consideration to the form suitable for the numerical evalu-
ation. Although we already demonstrated the cancellation
of UV divergences, it is still to be discussed how to treat
them in practical calculations. The standard method for
extracting UV divergences in QED is developed for dia-
grams involving only free-electron propagators and treats
them in momentum space. We note that this approach is
the only consistent method of renormalization developed
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up to now that can be applied to diagrams of arbitrary
order. Hence, our strategy will be to subtract similar di-
agrams with electron propagators containing zero or one
interaction with the binding Coulomb field in order to
make the corresponding point-by-point difference UV fi-
nite. The subtracted diagrams can be then evaluated in
momentum space or in the mixed momentum-coordinate
representation.

For the first-order self-energy correction, this approach
was first developed by Snyderman [25] and implemented
by Blundell and Snyderman [36]. In case of the two-loop
self-energy, the situation is essentially more difficult. Here,
for the first time, we encounter overlapping UV diver-
gences. For example, the diagram in Figure 1b can be
considered as consisting of two overlapping vertex sub-
graphs, each of which is UV divergent. The presence of
overlapping divergences makes the structure of subtrac-
tion terms much more elaborate than that in the first or-
der. Moreover, some of these terms contain both bound-
electron propagators and UV-divergent subgraphs. Such
situation had never been encountered before, and a new
numerical technique had to be developed for the evalua-
tion of these subtraction terms.

We start with the simplest part of the set, the LAL
correction given by equation (18). Its evaluation can be
performed by a straightforward generalization of the first-
order calculation. Introducing an effective wave func-
tion [15]

|φSE〉 = γ0Σ̃(εa)|a〉, (51)

we write equation (18) as

∆ELAL = 〈φSE|Gred|φSE〉. (52)

The effective wave function φSE can be treated exactly in
the same way as the first-order self-energy matrix element.
For details, we refer the reader to [15,18].

The remainder of the set of the diagrams in Figure 1
is rearranged into 3 parts. Following the original study by
Mallampalli and Sapirstein [21], we refer to them as the
M , P , and F terms. The M term is diagrammatically rep-
resented by Figure 4. It consists of 3 parts that originate
from the nested diagram, the overlapping diagram, and
the reducible part of the LAL diagram. The subtractions
in the M term are chosen so that each of these 3 parts
is separately UV finite. Next, we should account for the
subtracted terms. Those that contain only free-electron
propagators can be treated in momentum space using the
standard Feynman-parametrization technique. For those
that involve bound-electron propagators we introduce ad-
ditional subtractions that remove overlapping UV diver-
gences. This is graphically represented by Figure 5. The
corresponding contribution is referred to as the P term.
It consists of 3 parts, each containing only a single UV-
divergent subgraph. Taking the first part of the P term as
an example, we see that the difference shown in the pic-
ture is UV-divergent only due to the inner self-energy loop,
while the divergence due to the outer self-energy loop is
canceled. Finally, we collect all terms we have subtracted
and denote them as the F term depicted in Figure 6. It

� �� � �

� �� 	 

� �  �

�ESE �

�� �� �

Fig. 4. Diagrammatic representation of the M term. It con-
sists of 3 parts: the nested, overlapping, and reducible ones.
Each of them is defined by the corresponding point-by-point
difference, as indicated on the picture. The dashed line de-
notes the interaction with the binding Coulomb field. ∆ESE

indicates the first-order self-energy correction. Drawing the
diagrammatic representation for the reducible part, we used
the identity for the derivative of the electron propagator,
∂/(∂ε)(ε − H)−1 = −(ε − H)−2.

� �� � ��

� ��

	 
� � 
Fig. 5. Diagrammatic representation of the P term. It consists
of 3 parts, the first two originate from the nested contribution
and the last one from the overlapping contribution. The last
part should be counted twice, accounting for two equivalent
terms.

consists of Feynman diagrams that contain free-electron
propagators only.

In this way we have divided the “non-trivial” part of
the two-loop self-energy correction into 3 parts, the M ,
P , and F terms. All of these terms diverge: the M term
is IR divergent, the F term is UV divergent, and the P
term contains both types of divergences. The reason for
this separation is that different numerical techniques are
applied for the evaluation of each of these terms. The F
terms consists of diagrams involving free-electron propa-
gators only. It is thus evaluated in momentum space using
the standard Feynman-parametrization technique within
the dimensional regularization. The M term is UV finite,
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� � �

� � �
�ESE �
�

Fig. 6. Diagrammatic representation of the F term. The last
diagrams from the right in the first two lines (the “side”
graphs) should be counted twice, accounting for two equiva-
lent diagrams.

which allows its treatment completely in coordinate space
that is preferable for the evaluation of bound-electron
propagators. In the present work as well as in the previ-
ous study [21], the Green-function approach is employed
in numerical calculations of this contribution. The P term
contains both UV-divergent subgraphs and the bound-
electron propagators. Evaluating the corresponding dia-
grams, we treat the divergent subgraphs in momentum
space (which allows the UV divergences to be easily iso-
lated), while the remaining part of the diagram is kept
in coordinate space. This approach involves a computa-
tion of the Dirac Green function in the mixed momentum-
coordinate representation. This was implemented by using
the finite-basis-set representation of the bound-electron
propagator. All these issues are discussed in detail in the
next sections.

2 M term

In this section, we discuss various contributions to the M
term and write them in the form suitable for the numerical
calculation. The basic scheme of the numerical evaluation
of the M term is also explained in some detail.

The reducible part of the M term is relatively simple.
It is given by equation (19) with the substitution G →
G−G(0) in the self-energy function Σ(ε). As discussed in
the previous section, the reducible M contribution is IR
divergent when the valence state appears as intermediate
in the spectral decomposition of the electron propagator.
Thus we divide this contribution into two parts,

∆Ered,M = ∆EIR
red +∆Ef

red,M , (53)

where the divergent contribution ∆EIR
red is given by equa-

tion (41), and∆Ef
red,M is finite and is obtained from equa-

tion (19) by the substitution G→ G−G(0) −G(a) in the
self-energy function Σ(ε). The divergent contribution van-
ishes when all relevant terms are added together, whereas

∆Ef
red,M can be evaluated by a straightforward general-

ization of the numerical procedure for the first-order self-
energy correction [26].

2.1 Nested diagram

As illustrated in Figure 4, the nested M term is given by

∆EN,M = 2iα
∫ ∞

−∞
dω1

∫
dx1 . . . dx4D(ω1, x14)

×
[
ψ†

a(x1)αµG(εa − ω1) γ0Σ(εa − ω1)

×G(εa − ω1)αµψa(x4) − subtractions
]
,

(54)

where the subtractions are symbolically defined by

Gγ0ΣG→ Gγ0
(
Σ −Σ(0) −Σ(1)

)
G = Gγ0Σ(2+)G .

(55)
By employing elementary power-counting arguments, one
can show that equation (54) is UV finite.

In order to facilitate the numerical evaluation of equa-
tion (54), it is convenient to deform the contour of the
ω1 integration in a way similar to that for the first-order
self-energy correction. The necessary condition for a de-
formation of the contour is that the self-energy function
Σ(εa−ω1) can be analytically continued into the complex
ω1 plane. Analytical properties of the self-energy func-
tion are studied in Appendix B. Examining the analytical
structure of the integrand in equation (54), we conclude
that the deformation of the contour is possible just in the
same way as it is for the first-order self-energy. To com-
plete our analysis, we should present an explicit expression
for the analytical continuation of the self-energy function.
First, we give it utilizing the contour CLH introduced in
Section 1.1 (for simplicity, a is again assumed to be the
ground state):

Σ(εa −ω1) = 2iαγ0

∫
CLH

dω2D(ω2)ανG(εa −ω1 −ω2)αν .

(56)
This expression yields the analytical continuation of the
self-energy function into the region where Re(ω1) ≥ 0 and
0 < ∆ + Re(ω1) < m + εa. In order to demonstrate this,
it is sufficient to check that any point of this region can
be connected with the point ω1 = 0 (where the validity
of Eq. (56) is obvious) by a smooth contour that does not
cross any singularities of the integrand.

The analytical continuation of the self-energy function
can be also written in a different form that is valid for the
imaginary values of ω1 only (ω1 = iω, ω ∈ �),

Σ(εa − iω) = 2παγ0

[
D(iω)αν

∑
µa

ψa ψ
†
a α

ν

− 1
π
P

∫ ∞

−∞
dω2D(iω2)ανG(εa − iω − iω2)αν

]
, (57)
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where P indicates the principal value of the integral that
should be taken in a vicinity of the point ω2 = −ω.

We conclude now that the contour of the ω1 integration
in equation (54) can be deformed into the complex plane,
providing that it does not cross any branch cuts of the
integrand and that the inner self-energy function is prop-
erly analytically continued. In particular, equation (54)
still holds if we use the contour CLH for the ω1 and for the
ω2 integrations. The parameter of the contour ∆ should
then be chosen from the interval 0 < ∆ < (m + εa)/2.
The standard Wick rotation (ω1 → iω1, ω2 → iω2) is also
possible. However, it leads to the appearance of a number
of pole terms as will be discussed below.

The summation over the magnetic substates and the
angular integrations in equation (54) can be conveniently
carried out when the spectral decomposition of the elec-
tron propagators is employed,

∆EN,M =
(

i
2π

)2 ∫
CLH

dω1 dω2

×
[ ∑

n1n2n3

〈an3|I(ω1)|n1a〉〈n1n2|I(ω2)|n2n3〉
(εa − ω1 − εn1)(εa − ω1 − ω2 − εn2)

× 1
(εa − ω1 − εn3)

− subtractions

]
. (58)

Here and in what follows we assume that the intermediate-
state energies have a small imaginary add-on, εn =
εn(1 − i0).

We now introduce [40] a multipole expansion of the
matrix element of the operator of the electron-electron
interaction,

〈ab|I(ω)|cd〉 = α

∞∑
J=0

IJ(abcd)RJ (ω, abcd) , (59)

where the function IJ (abcd) contains the complete
magnetic-substate dependence of the matrix element,

IJ (abcd) =
∑
mJ

(−1)ja−ma+J−mJ+jb−mb

×
(

ja J jc

−ma mJ mc

)(
jb J jd

−mb −mJ md

)
, (60)

and (. . .) denotes a 3j-symbol. Expressions for the radial
integrals RJ(ω, abcd) are given in Appendix C. Similar
formulas were previously published in [37], with the corre-
sponding derivation given in [40]. The summation over the

magnetic substates can now easily be carried out, yielding

∆EN,M =
(

iα
2π

)2 ∫
CLH

dω1 dω2

[ ∑
n1n2n3

J1J2

(−1)J1+J2XN

×RJ1(ω1, an3n1a)RJ2(ω2, n1n2n2n3)
(εa − ω1 − εn1)(εa − ω1 − ω2 − εn2)

× 1
(εa − ω1 − εn3)

− subtractions

]
, (61)

where

XN =
(−1)j2−jaδκ1κ3

(2ja + 1)(2j1 + 1)
, (62)

j denotes the total angular momentum of the electron,
and κ is the relativistic angular quantum number.

As discussed in Section 1.3, equation (61) is IR diver-
gent when n1 = n3 = a. Thus we divide the nested M
contribution into two parts,

∆EN,M = ∆EIR
N,M +∆Ef

N,M , (63)

where the first term (the “infrared” part) corresponds
to n1 = n3 = a, and the second one is the finite remainder.

2.1.1 Infrared part

By employing the arguments given in Section 1.3, we ob-
tain

∆EIR
N,M = ∆EIR,1

N,M +∆EIR,2
N,M , (64)

∆EIR,1
N,M = ∆Emany

SE J, (65)

where J is defined by equation (42), and

∆EIR,2
N,M =

(
iα
2π

)2 ∫
CLH

dω1 dω2

[ ∑
nJ1J2

(−1)J1+J2

×XN
RJ1(ω1, aaaa)RJ2(ω2, anna)

(−ω1 + i0)2

×
(

1
εa − ω1 − ω2 − εn

− 1
εa − ω2 − εn

)
−subtractions

]
. (66)

The integration over ω1 for n = a, while formally converg-
ing, is somewhat difficult to evaluate numerically. In order
to facilitate its computation, we separate the problematic
part with n = a and rewrite it using equation (50),

∆EIR,2a
N,M =

α2

π2

∫ ∞

0

dk1 dk2
XN

k1k2(k1 + k2)

×Im
[∑

J1

(−1)J1RJ1(k1, aaaa)
]

×Im
[∑

J2

(−1)J2RJ2(k2, aaaa)
]
. (67)
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For the point nuclear-charge distribution the radial inte-
grations here are easily performed analytically. The re-
maining contribution to equation (66) is written as

∆EIR,2b
N,M =

α2

4π2

∫
CLH

dω1 dω2

[∑
n �=a
J1J2

(−1)J1+J2XN

× RJ1(ω1, aaaa)RJ2(ω2, anna)
ω1(εa − ω1 − ω2 − εn)(εa − ω2 − εn)

−subtractions

]
. (68)

The integrand here is regular at ω1 = 0 due to the presence
of sin(ω1x12) in the low-energy part of the contour, as
discussed in Section 1.1. Equivalently, we can write this
expression as the integral over the imaginary axis plus the
corresponding pole term.

Finally, the total IR contribution is given by the sum
of equations (65), (67), and (68). We note that the contri-
bution of equation (65) vanishes when all relevant terms
are added together.

2.1.2 ∆Ef
N,M part

The contribution ∆Ef
N,M is given by

∆Ef
N,M = 2iα

∫
CLH

dω1

∫
dx1 . . . dx4D(ω1, x14)

×
[
ψ†

a(x1)αµG(εa − ω1)γ0Σ(εa − ω1)

×G(εa − ω1)αµψa(x4) − subtractions′
]
, (69)

where the self-energy function is assumed to be taken in
the form (56), the parameter∆ of the contour CLH should
be within the interval 0 < ∆ < (m+ εa)/2, and the sub-
tractions are given by the substitution

Gγ0ΣG→ Gγ0Σ(2+)G−G(a)γ0Σ(2+)G(a) . (70)

It is possible to evaluate ∆Ef
N,M directly according to

equation (69). However, in order to check our analysis
and the numerical procedure, we calculated this contri-
bution also in a different way, utilizing the standard Wick
rotation of the ω1 and ω2 integration contours. Below, we
present the corresponding formulas for∆Ef

N,M . According
to our experience, the numerical evaluation of these ex-
pressions is slightly faster, especially in the high-Z region,
since one can employ less points for numerical integrations
over the virtual photon energies.

First, we rotate the contour of the outer integration,

∆Ef
N,M = ∆Epole,1

N,M − 2α
∫ ∞

0

dω1

∫
dx1 . . . dx4

×D(iω1, x14)ψ†
a(x1)αµ

×
[
G(εa − iω1)γ0Σ(εa − iω1)G(εa − iω1)

+G(εa + iω1)γ0Σ(εa + iω1)G(εa + iω1)

− subtractions′
]
αµψa(x4), (71)

where the pole term is given by

∆Epole,1
N,M =

∑
µa

εn �=εa∑
n

〈aa|I(0)|na〉
εa − εn

〈n|γ0Σ(2+)(εa)|a〉.

(72)
Substituting the self-energy function in the form (57) into
equation (71), we obtain

∆Ef
N,M = ∆Epole,1

N,M +∆Epole,2
N,M +∆EIm

N,M , (73)

∆Epole,2
N,M = − 1

2π
Re
∫ ∞

0

dω1

×
∑
µa

(n1n3) �=(aa)∑
n1n3

〈an3|I(iω1)|n1a〉〈n1a|I(iω1)|an3〉
(εa − iω1 − εn1)(εa − iω1 − εn3)

,

(74)

and

∆EIm
N,M = 8α2Re

∫ ∞

0

dω1 P

∫ ∞

−∞
dω2

∫
dx1 . . . dx4

×D(iω1, x14)D(iω2, x23)ψ†
a(x1)αµ

×
[
G(εa − iω1)ανG(εa − iω1 − iω2)αν

×G(εa − iω1) − subtractions′
]
αµψa(x4),

(75)

where the principal value of the ω2 integral should be
taken in a vicinity of the point ω2 = −ω1. We mention
that the ∆Epole,1

N,M and ∆Epole,2
N,M pole terms are related to

the screened self-energy correction and the two-photon ex-
change correction, respectively.

Finally, the ∆Ef
N,M contribution is given by equa-

tion (69) or, alternatively, by the sum of equations (72),
(74), and (75).

2.2 Overlapping diagram

The overlapping M contribution is written as

∆EO,M = 2iα
∫ ∞

−∞
dω1

∫
dx1 . . . dx4D(ω1, x13)

×
[
ψ†

a(x1)αµG(εa − ω1)γ0Λµ(εa − ω1, εa)

×ψa(x4) − subtractions
]
, (76)
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where the vertex function is defined as

Λµ(εa − ω1, εa) = 2iαγ0

∫ ∞

−∞
dω2D(ω2, x24)αν

×G(εa − ω1 − ω2)αµG(εa − ω2)αν ,
(77)

and the subtractions are symbolically represented by

G1G2G3 → G1G2G3 −G1G
(0)
2 G

(0)
3 −G

(0)
1 G

(0)
2 G3

+G(0)
1 G

(0)
2 G

(0)
3 −G

(0)
1 G

(1)
2 G

(0)
3 . (78)

The expression (76) can be shown to be both UV and IR
finite.

In order to deform the contour of the ω1 integration
in equation (76), we write the analytical continuation of
the vertex function as follows (its existence is proven in
Appendix B):

Λµ(εa − ω1, εa) = 2iαγ0

∫
CLH

dω2D(ω2, x24)αν

×G(εa − ω1 − ω2)αµG(εa − ω2)αν , (79)

where Re(ω1) ≥ 0 and 0 < ∆+ Re(ω1) < m+ εa, and a is
assumed to be the ground state. Now the contour of the ω1

integration can be deformed, and we write the overlapping
M contribution as

∆EO,M = 2iα
∫

CLH

dω1

∫
dx1 . . . dx4D(ω1, x13)

×ψ†
a(x1)αµ

[
G(εa − ω1)γ0Λµ(εa − ω1, εa)

−subtractions
]
ψa(x4), (80)

where the vertex function should be taken in the form (79),
the subtractions are given by (78), and the parameter ∆
of the contour CLH should be within the interval 0 < ∆ <
(m+ εa)/2.

The summation over the magnetic substates and the
angular integrations can be conveniently evaluated if we
use the spectral decomposition of the electron propaga-
tors,

∆EO,M =
(

i
2π

)2 ∫
CLH

dω1 dω2

×
[ ∑

n1n2n3

〈an2|I(ω1)|n1n3〉〈n1n3|I(ω2)|n2a〉
(εa − ω1 − εn1)(εa − ω1 − ω2 − εn2)

× 1
(εa − ω2 − εn3)

− subtractions

]
. (81)

Again, we assume that the intermediate-state energies
have a small negative imaginary add-on, εn = εn(1 − i0).

The angular integration yields

∆EO,M =
(

iα
2π

)2 ∫
CLH

dω1 dω2

[ ∑
n1n2n3

J1J2

XJ1J2
O

×RJ1(ω1, an2n1n3)RJ2(ω2, n1n3n2a)
(εa − ω1 − εn1)(εa − ω1 − ω2 − εn2)

× 1
(εa − ω2 − εn3)

− subtractions

]
, (82)

where

XJ1J2
O =

(−1)j1+j2+j3−ja

2ja + 1

{
j2 J2 j1

ja J1 j3

}
· (83)

2.2.1 Wick rotation

The overlappingM contribution can be calculated directly
by utilizing equation (82). However, we present here also
a different representation of this correction based on the
Wick rotation of the integration contours. Agreement be-
tween numerical results based on these two representa-
tions for the overlapping M term served as an impor-
tant check of our calculation. According to our experience,
the numerical evaluation of expressions presented below is
slightly faster, especially in the high-Z region. However,
the corresponding analysis is essentially more awkward,
and the final result consists of numerous parts.

Despite the fact that the overlapping diagram does not
contain any IR divergences, we encounter terms with a
nearly-singular IR behaviour when integrals run along the
imaginary axis. These terms require some care and have to
be evaluated separately. Conventionally, they are referred
to as the “infrared” part ∆EIR

O,M . Its expression can be
obtained from equation (76) by the substitution

G1G2G3 → G
(red)
1 G

(a)
2 G

(a)
3 +G

(a)
1 G

(a)
2 G

(red)
3

+G(a)
1 G

(a)
2 G

(a)
3 , (84)

where G(a) is defined by (43), and G(red) = G − G(a). In
this way, the overlapping M contribution is divided into
two parts

∆EO,M = ∆EIR
O,M +∆Ef

O,M . (85)

The contribution ∆Ef
O,M can be obtained from equa-

tion (76) by the substitution

G1G2G3 → G1G2G3 −G1G
(0)
2 G

(0)
3 −G

(0)
1 G

(0)
2 G3

+G
(0)
1 G

(0)
2 G

(0)
3 −G

(0)
1 G

(1)
2 G

(0)
3 −G

(red)
1 G

(a)
2 G

(a)
3

−G
(a)
1 G

(a)
2 G

(red)
3 −G

(a)
1 G

(a)
2 G

(a)
3 . (86)
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Analogously to the nested diagram, we evaluate the contribution of the last term in (84) to yield

∆EIR,a
O,M = −α

2

π2

∫ ∞

0

dk1 dk2
1

k1k2(k1 + k2)

∑
J1J2

XJ1J2
O Im [RJ1(k1, aaaa)] Im [RJ2(k2, aaaa)] . (87)

The contribution of the two first terms in (84) is

∆EIR,b
O,M = 2

(
iα
2π

)2 ∫ ∞

−∞
dω1 dω2

∑
n �=a
J1J2

XJ1J2
O

RJ1(ω1, aana)RJ2(ω2, naaa)
(εa − ω1 − εn)(−ω1 − ω2 + i0)(−ω2 + i0)

= 2
(

iα
2π

)2 ∫ ∞

−∞
dω1 dω2

∑
n �=a
J1J2

XJ1J2
O

RJ1(ω1, aana)
[
RJ2(ω2, naaa) −RJ2(ω1, naaa)

]
(εa − ω1 − εn)(−ω1 − ω2)(−ω2 + i0)

· (88)

In the last line, we have subtracted an additional contribution that vanishes after the integration over ω2. At the same
time, the subtracted term makes the integrand regular at ω2 = −ω1 [we remind that RJ (ω1) = RJ (−ω1)]. Now we
use the identity

1
x+ i0

= P
1
x
− iπδ(x) (89)

and separate the whole contribution (88) into a pole term and a principal-value integral,

∆EIR,b
O,M (pole) =

iα2

2π

∫ ∞

−∞
dω1

∑
n �=a
J1J2

XJ1J2
O

RJ1(ω1, aana)
[
RJ2(ω1, naaa) −RJ2(0, naaa)

]
ω1(εa − ω1 − εn)

, (90)

∆EIR,b
O,M (Im) = − α2

2π2

∫ ∞

−∞
dω1 P

∫ ∞

−∞
dω2

∑
n �=a
J1J2

XJ1J2
O

RJ1(ω1, aana)
[
RJ2(ω2, naaa) −RJ2(ω1, naaa)

]
ω2(εa − ω1 − εn)(ω1 + ω2)

· (91)

Rotating the integration contours (ω1 → iω1, ω2 → iω2) we obtain

∆EIR,b
O,M (pole) = −α

2

π

∫ ∞

0

dω1

∑
n �=a
J1J2

XJ1J2
O

RJ1(iω1, aana)
[
RJ2(iω1, naaa) −RJ2(0, naaa)

]
∆2

n + ω2
1

, (92)

∆EIR,b
O,M (Im) =

2α2

π2
Re
∫ ∞

0

dω1 dω2

∑
n �=a
J1J2

XJ1J2
O

RJ1(iω1, aana)
[
RJ2(iω2, naaa) −RJ2(iω1, naaa)

]
(∆n − iω1)(ω2

1 − ω2
2)

, (93)

where ∆n = εa − εn. Finally, the total “infrared” contribution ∆EIR
O,M is given by the sum of equations (87), (92),

and (93).
Similarly to that we rotate the integration contours in ∆Ef

O,M , separating 3 pole contributions,

∆Ef
O,M = ∆Epole,1

O,M +∆Epole,2
O,M +∆Epole,3

O,M +∆EIm
O,M , (94)

where

∆Epole,1
O,M =

α2

4

κ1=κ3=κa∑
n2 �=a

∑
J1J2

XJ1J2
O

RJ1(0, an2aa)RJ2(0, aan2a)
εa − εn2

, (95)

∆Epole,2
O,M = −α

2

π
Re
∫ ∞

0

dω2

κ1=κa∑
n2 �=a, n3

∑
J1J2

XJ1J2
O

RJ1(0, an2an3)RJ2(iω2, an3n2a)
(εa − iω2 − εn2)(εa − iω2 − εn3)

− free term

]
, (96)

∆Epole,3
O,M = −α

2

2π
Re
∫ ∞

0

dω1

κ2=κa∑
n1 �=a, n3 �=a

∑
J1J2

XJ1J2
O

RJ1(iω1, aan1n3)RJ2(iω1, n1n3aa)
(εa − iω1 − εn1)(εa + iω1 − εn3)

, (97)

∆EIm
O,M =

α2

2π2
Re
∫ ∞

0

dω1 P

∫ ∞

−∞
dω2

∑
n1n2n3

∑
J1J2

XJ1J2
O

×
[

RJ1(iω1, an2n1n3)RJ2(iω2, n1n3n2a)
(εa − iω1 − εn1)(εa − iω1 − iω2 − εn2)(εa − iω2 − εn3)

− subtractions′
]
. (98)
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The subtractions in the last expression are defined by equation (86). Again, in order to avoid an evaluation of the
principal value of the inner integral at ω2 = −ω1 and to make the integrand to behave smoothly, we add 3 additional
terms that vanish identically after the ω2 integration,

∆EIm
O,M =

α2

2π2
Re
∫ ∞

0

dω1 P

∫ ∞

−∞
dω2

∑
n1n2n3

J1J2

XJ1J2
O

[
RJ1(iω1, an2n1n3)RJ2(iω2, n1n3n2a)

(εa − iω1 − εn1)(εa − iω1 − iω2 − εn2)(εa − iω2 − εn3)

− RJ1(iω1, aan1n3)RJ2(iω1, n1n3aa)
(εa − iω1 − εn1)(−iω1 − iω2)(εa + iω1 − εn3)

+
RJ1(iω1, aan1a)RJ2(iω1, n1aaa)
iω1(−iω1 − iω2)(εa − iω1 − εn1)

+
RJ1(iω1, aaan3)RJ2(iω1, an3aa)
iω1(iω1 + iω2)(εa + iω1 − εn3)

− subtractions′
]

(99)

where the subtractions are the same as in equation (98). The principal value of the ω2 integral in the above expression
should be evaluated only at the point ω2 = 0, which was accomplished by using quadratures that are symmetrical
with respect to ω2 → −ω2.

2.3 The total M term and its numerical evaluation

Finally, we bring together all contributions to the M term,
separating explicitly its divergent part,

∆EM = − (∆Ezero
SE +∆Eone

SE ) J +∆Ef
M , (100)

∆Ef
M = ∆Ef

red,M +∆EIR,2
N,M +∆Ef

N,M +∆EO,M . (101)

The IR-divergent part of ∆EM vanishes when consid-
ered together with the corresponding part of the P term.
We remind the reader the notations in the above expres-
sions: ∆Ezero

SE and ∆Eone
SE are the zero-potential and the

one-potential parts of the first-order self-energy correc-
tion (12), J is the IR divergent integral (42), ∆Ef

red,M

is defined by equation (53), ∆EIR,2
N,M is given by the

sum of equations (67) and (68), ∆Ef
N,M is given by

the equation (69) or, alternatively, by the sum of equa-
tions (72), (74), and (75); ∆EO,M is given by the equa-
tion (82) or, alternatively, by the sum of equations (87),
(92), (93), (95), (96), (97), and (99).

As can be readily seen, the general expressions for the
nested and overlapping M terms [Eqs. (61, 82)] contain
5 summations over angular-momentum quantum num-
bers, namely, J1, J2, κ1, κ2, and κ3. The first two pa-
rameters originate from the partial-wave decomposition
of photon propagators, and the last three are the angular-
momentum quantum numbers of intermediate electron
states. Angular-momentum analysis leads to selection
rules and makes only two of these parameters indepen-
dent. In [21], the photon angular momenta L1 and L2 were
chosen as independent expansion parameters. We found it
technically more convenient to employ for this purpose the
absolute values of the relativistic angular parameter κ of
intermediate electron states, |κ| = j+ 1/2. For the nested
contribution, angular selection rules yield κ3 = κ1. Obvi-
ously, |κ1| and |κ2| can be taken as independent expansion
parameters in this case. For the overlapping diagram the
choice is less definitive. Empirically, we have found that
choosing |κ1| and |κ3|, we get a smooth expansion that
yields a stable result for the extrapolated sum.

Most of the formulas above are written in terms of
explicit summations over the Dirac spectrum, utilizing the
spectral representation of the radial Green function,

Gκ(ε, x1, x2) =
∑

n

ϕκ,n(x1)ϕT
κ,n(x2)

ε− εκ,n
· (102)

In our actual calculations we mainly use the analytical
representation of the Dirac Green function in terms of the
Whittaker functions (see, e.g., [27]). In order to allow
the immediate use of formulas presented so far, we write
the radial Dirac Green function as

Gκ(ε, x1, x2) = −ψκ(ε, x1;x2) τT
κ (ε, x2;x1) , (103)

where

ψκ(ε, x1;x2) =

{
φ0

κ(ε, x1), x1 < x2 ,

φ∞κ (ε, x1), x1 > x2 ,
(104)

and

τκ(ε, x2;x1) =

{
φ∞κ (ε, x2), x1 < x2 ,

φ0
κ(ε, x2), x1 > x2 .

(105)

Here, φ0
κ and φ∞κ are the two-component solutions of the

radial Dirac equation bounded at the origin and infin-
ity, respectively, and normalized in such a way that their
Wronskian is unity. Taking into account equation (103),
we can easily rewrite formulas involving summations over
the Dirac spectrum in terms of the functions ψκ and τκ.
The major complication is that the representation (103)
is discontinuous at the point x1 = x2. Therefore, in-
stead of the product of two-dimensional radial integrals
RJ1(ω1)RJ2(ω2), we now have a 4-fold radial integration.

The main problem of the numerical evaluation of the
M term is its time consumption. Final expressions con-
tain a 4-dimensional radial integration, a double integra-
tion over the virtual-photon energies, and two infinite
summations over the angular-momentum quantum num-
bers. Taking equation (99) as a characteristic example,
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we write symbolically a typical term of its partial-wave
expansion as

tκ1κ3 ∼
∫ ∞

0

dω1 P

∫ ∞

−∞
dω2

∫ ∞

0

dx1 dx2 dx3 dx4

×gL1(iω1, x1, x3) gL2(iω2, x2, x4)ϕi
a(x1)

×Gjk
κ1

(ε1, x1, x2)Glm
κ2

(ε2, x2, x3)

×Gnr
κ3

(ε3, x3, x4)ϕs
a(x4), (106)

where the functions gL originate from the partial-wave de-
composition of photon propagators [see Eq. (271)], ϕi is a
radial component of the wave function, and Gij

κ is a radial
component of the Green function. In the above expression,
κ1 and κ3 are chosen to be the independent expansion
parameters. For simplicity, all finite summations, subtrac-
tions, angular and overall factors are omitted there. The
central part of the numerical procedure is the radial inte-
gration. In order to keep the computational time within
reasonable limits, it is important to develop an efficient
scheme for the evaluation of a 4-dimensional radial inte-
gral. We now address this topic in some detail.

In order to simplify the discussion, let us consider first
a two-dimensional integral with similar properties:

L =
∫ ∞

0

dx1

(∫ x1

0

+
∫ ∞

x1

)
dx2 F (x<)G(x>), (107)

where x> (x<) is the maximal (minimal) of the radial ar-
guments. It is important that the integrand is a product
of two functions, each depending on one radial argument
only. For carrying out the numerical integration, we intro-
duce the radial grid {r(i, j, k)} on the interval [0, rmax].
The parameter rmax (the cavity radius) was taken to be
1 a.u. for Z = 80; it was scaled by the factor of γ/Z for
other values of Z, γ =

√
1 − (Zα)2. First, we fill the ele-

ments r(i, 0, 0) for i = 0, ..., Ni:

r(i, 0, 0) = r0
1 − t2

t2
, t = tmin+(1−tmin)

Ni − i

Ni
, (108)

where tmin is chosen so that r(Ni, 0, 0) = rmax, and r0
is the parameter of order of unity, adjusted empirically.
Next, on each interval [r(i, 0, 0), r(i+1, 0, 0)] we introduce
the set of the Gauss-Legendre abscissae {r(i, j, 0)}Nj

j=1. In
order to perform the outer radial integration, it is suffi-
cient to know the integrand on the grid {r(i, j, 0)}. This
means that we have to evaluate the inner integral at each
point of {r(i, j, 0)}. We perform this by introducing a
finer grid {r(i, j, k)}. For fixed values of i and j, the set
{r(i, j, k)}Nk

k=1 represents the Gauss-Legendre abscissae on
the interval [r(i, j, 0), r(i, j + 1, 0)] if j < Nj and on the
interval [r(i, j, 0), r(i + 1, 0, 0)] if j = Nj.

Finally we can see that when the functions F and G in
equation (107) are stored on the radial grid {r(i, j, k)}, the
numerical integration can be carried out by just summing
up the stored numerical values. We mention that in ac-
tual situations the function F has often an exponentially-
growing behaviour for large values of argument, whereas

the function G is exponentially decreasing in this region.
In order to avoid the numerical overflow in computing the
product F (x1)G(x2) for large values of the arguments, we
store on the grid values F (x)e−ax and G(x)eax, where the
factor e±ax compensates the exponential behaviour of the
functions F and G.

The procedure described for the evaluation of double
integrals can be directly generalized for integrals of higher
dimensions. For the computation of a 4-fold integral, we
utilize the grid {r(i, j, k, l,m)} introduced similarly to that
for the two-dimensional integration. For fixed values of ω1

and ω2 in equation (106), the functions φ0
κ and φ∞κ for

each of the Green functions and Bessel functions for pho-
ton propagators are stored on this grid. After that the
evaluation of radial integrals is reduced to simple manip-
ulations with the stored numerical values. The following
set of the grid parameters was employed in our numerical
procedure: {Nj , Nk, Nl, Nm} = {4, 3, 2, 1}. The parameter
Ni was varied within the range Ni = 8–12.

The actual situation is somewhat more complicated
due to the presence of finite summations over angular-
momentum parameters (in Eq. (106) they would corre-
spond to the summation over L1, L2, and κ2) and of
subtractions of free and one-potential contributions. In
order to reduce the time of the computation, we stored
all necessary functions on the radial grid for a fixed set
{κ1, κ3, ω1, ω2}, and carried out all subtractions and finite
angular-momentum summations before the radial integra-
tions. In addition, we evaluated the integrand simultane-
ously for ω2 and −ω2, reducing the corresponding inte-
gration over (−∞,∞) to the interval [0,∞). In this way
the principal value of the integral at the point ω2 = 0 is
accounted for automatically.

The next step of the numerical procedure is to carry
out integrations over the virtual-photon energies ω1 and
ω2. For this purpose we used the Gauss-Legendre quadra-
tures. The ω2 integration was performed dividing the in-
terval [0,∞) into two parts, [0, ω1] and [ω1,∞). The typ-
ical number of integration points was 16–24 for the inner
integration, and 12–16 for the outer one if the integrations
were carried out along the imaginary axis. For the CLH

contour, we used the same number of integration points
for the high-energy part and 4–8 points for the low-energy
part. We found that in the high-Z region the numerical
evaluation based on the integration along the imaginary
axis is less time consuming. However, for lower values of
Z, the CLH contour becomes preferable due to the pres-
ence of the factor sin(ωx12) in the low-energy part that
softens the IR behaviour of the integrand and makes it
smoother for small values of ω.

At this point of our numerical procedure the nested
and overlappingM contributions are represented by tables
consisting of elements of the partial-wave decomposition
Xκ1,κ3 . (We note that due to symmetry conditions for the
overlapping diagram, it is sufficient to evaluate only a half
of its non-diagonal elements.) We have now to estimate the
sum of the double expansion for κ1 → ∞, κ3 → ∞. First,
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Table 1. Finite parts of the reducible, nested, and overlapping
contributions to the M term expressed in terms of the function
F (Zα) defined by equation (2). In order to allow the term-by-
term comparison with the previous calculation, finite parts of
the ∆EIR

red,M and ∆EIR,1
N,M contributions were subtracted from

the results of [21] for the reducible and nested contributions
(see the text for details).

Z ∆Ered,M ∆EN,M ∆EO,M M term

40 −1.147 22.54(17) −29.66(7) −8.27(18)

50 −0.782 12.81(3) −17.02(5) −4.99(6)

60 −0.565 7.984(19) −10.761(9) −3.342(21)

70 −0.424 5.325(9) −7.313(7) −2.412(11)

83 −0.302 3.378(3) −4.840(3) −1.764(4)

−0.302a 3.323(7)a −5.456(8)a −2.435(11)a

92 −0.239 2.563(2) −3.837(2) −1.513(3)

−0.239a 2.553(5)a −4.387(5)a −2.074(7)a

100 −0.190 2.050(2) −3.244(2) −1.384(3)
a Reference [21].

we convert the table Xκ1,κ3 to

X|κ1|,|κ3| =
∑

sign(κ1)

∑
sign(κ3)

Xκ1,κ3 , (109)

and then resum it once more,

X|κ1|,|κ3| → Yij , (110)

where i = ||κ1| − |κ3|| and j = (|κ1| + |κ3| − i)/2. (This
corresponds to the summation over diagonals of the ma-
trix X|κ1|,|κ3|.) Now we sum up the table Yij . First, we
fix i and extrapolate the sum over j to infinity using 7–10
first expansion terms. Finally, we perform the summation
over i and estimate the contribution of i = imax, ...,∞,
with imax = 6–8. Several algorithms were used for the
estimation of the tail of the expansion, including least-
squares inverse-polynomial fitting and the ε resummation
algorithm (see, e.g., [38]).

We now discuss the computer time necessary for the
evaluation of the M term. Certainly, the M term is the
most time-consuming part of the total calculation. This is
explained by the fact that we have to numerically evaluate
the double infinite summation over the partial waves. In
the previous evaluation by Mallampalli and Sapirstein, a
total time of 7323 h was required for a given value of Z.
In our numerical approach, the typical time of the eval-
uation of one element Xκ1κ3 is about 1 h for the IBM
PWR3 processor with 350 MHz, both for the nested and
the overlapping diagram. The typical number of the ele-
ments for a given Z was 440 for the nested diagram and
320 for the overlapping diagram. This shows that the time
consumption in our numerical procedure is smaller than
that of [21], although it is still very large.

In Table 1 we present the results of our numerical
evaluation for finite parts of the M term that originate
from the reducible, nested, and overlapping contributions,
as given by equation (101). Our results are compared

with the numerical values obtained by Mallapmalli and
Sapirstein [21]. In order to make the term-by-term com-
parison possible, we have to account for a different treat-
ment of the IR divergences in the present investigation as
compared with that of [21]. Thus we perform a separate
evaluation of the IR-divergent contributions ∆EIR

red,M and
∆EIR,1

N,M exactly in the same way as it was done in [21].
(We remind that in our approach these contributions van-
ish identically in the sum with the P term and, therefore,
there is no need in their actual evaluation.) We regulate IR
divergences in J [Eq. (42)] by altering the valence energy
εa to ε̃a = εa(1 − δ) and perform the calculation keeping
a finite regulator δ. Finally, we fit our results for different
values of δ to the form

J(δ) =
α

π

[
ln δ + Jc +O(δ)

]
. (111)

Least-squares fit for Jc yields 1.2728 for Z = 92 and 1.4655
for Z = 83. In order to compare the results by Mallampalli
and Sapirstein for the reducible and nested M terms with
our values, we subtracted from their results the finite parts
of ∆EIR

red,M and ∆EIR,1
N,M , which were obtained from equa-

tions (41) and (65) by replacing J to Jc.
Table 1 shows that our evaluation of the reducible and

nested contributions agrees well with the previous calcula-
tion [21]. However, the results for the overlapping part dif-
fer by 13–14%, which corresponds to a deviation of about
40% for the total M term. Taking into account complex-
ity of the computation, it is difficult to suppose what the
reason for this disagreement could be. We only recall here
the major tests for our numerical procedure that were car-
ried out. As the first check, we treated the reference-state
singularities similarly to that in [21], evaluating the limit
δ → 0 numerically. Next, we performed our evaluation by
employing two different contours for the ω integrations, as
described above. In addition, we employed two different
methods to evaluate pole terms (that appear when the in-
tegrations are carried out along the imaginary axis), using
both the exact representation for the electron propagator
and the basis-set technique.

3 P term

The P term is diagrammatically represented in Figure 5.
The whole contribution consists of 3 parts,

∆EP = ∆EN1,P +∆EN2,P + 2∆EO,P , (112)

that correspond to the first, the second, and the third
line of the figure, respectively. We refer to them as the
first nested P term, the second nested P term, and the
overlapping P term, respectively. The last contribution is
counted twice accounting for two equivalent subtractions
in the overlapping M term.

We now present basic formulas for the individual con-
tributions to the P term. The first nested P contribution
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is given by

∆EN1,P = 2iα
∫ ∞

−∞
dω
∫

dp
(2π)3

∫
dx1dx2D(ω, x12)

×ψ†
a(x1)αµ

[
G(E,x1,p) γ0Σ̃(0)(E,p)

×G(E,p,x2) − subtractions
]
αµψa(x2),

(113)

where E = εa − ω, the subtractions are symbolically
given by

Gγ0ΣG → Gγ0ΣG−G(0)γ0ΣG(0)

−G(1)γ0ΣG(0) −G(0)γ0ΣG(1), (114)

the Green function in the mixed momentum-coordinate
representation is defined by

G(ε,x1,p) =
∫

dx2 eip·x2G(ε,x1,x2), (115)

G(ε,p,x2) =
∫

dx1 e−ip·x1G(ε,x1,x2), (116)

Σ̃(0)(p) = Σ(0)(p)−δm, and Σ(0)(p) is the free self-energy
function defined in Appendix A.

The second nested P contribution is given by

∆EN2,P = 2iα
∫ ∞

−∞
dω
∫

dp1

(2π)3
dp2

(2π)3

∫
dx1dx2

×ψ†
a(x1)αµ

[
G(E,x1,p1) γ0Γ 0(E,p1;E,p2)

×G(E,p2,x2) − subtractions
]
αµψa(x2)

×D(ω, x12)VC(q) , (117)

where E = εa − ω, q = p1 − p2, VC is the Coulomb
potential, the subtractions are symbolically given by

Gγ0ΓG→ Gγ0ΓG−G(0)γ0ΓG(0), (118)

and Γ 0(p1, p2) is the time component of the vertex func-
tion defined in Appendix A.

In order to obtain the expression for the overlapping
P contribution, we first write the first-order self-energy
matrix element in the mixed momentum-coordinate rep-
resentation. It is obtained by applying the Fourier trans-
formation over x2 to equation (9),

∆Eunren
SE = −2iα

∫ ∞

−∞
dω
∫

dp1

(2π)3
dp2

(2π)3

×
∫

dx1
exp(−iq · x1)
ω2 − q2 + i0

×ψ†
a(x1)αµG(E,x1,p1)αµψa(p2). (119)

The expression for ∆EO,P is obtained from the for-
mula above by making the substitution αµ → γ0Γµ and

G→ G(2+),

∆EO,P = −2iα
∫ ∞

−∞
dω
∫

dp1

(2π)3
dp2

(2π)3

∫
dx1

×exp(−iq · x1)
ω2 − q2 + i0

ψ†
a(x1)αµG

(2+)(E,x1,p1)

×γ0Γµ(E,p1; εa,p2)ψa(p2). (120)

3.1 Analysis of divergences

In this section we isolate divergent contributions from the
general expressions for the P term presented so far. Taking
into account the renormalization prescriptions for the one-
loop functions

Σ̃(0)(p) = B(1)(p/−m) +Σ
(0)
R , (121)

Γ 0(p1, p2) = L(1)γ0 + Γ 0
R(p1, p2), (122)

the Ward identity L(1) = −B(1) and the Dirac equation,
we can separate UV divergences from the contributions to
the P term:

∆EN1,P +∆EN2,P = B(1)∆Emany
SE,D

+∆ER
N1,P +∆ER

N2,P , (123)

2∆EO,P = 2L(1)∆Emany
SE,D + 2∆ER

O,P . (124)

Here the index R labels the contributions that are free
from UV divergences. Expressions for ∆ER

N1,P , ∆ER
N2,P ,

and ∆ER
O,P are obtained from equations (113), (117),

and (120) by the substitutions Σ̃ → ΣR and Γ 0 → Γ 0
R. In

the above expressions, ∆Emany
SE,D is the many-potential part

of the one-loop self-energy correction, and the subscript D
indicates that this term should be evaluated in D dimen-
sions since it is multiplied by a divergent renormalization
constant. (We mention that fortunately there is no need in
its actual evaluation since the corresponding contribution
vanishes identically in the sum with the F term.)

Both nested P contributions are also IR divergent. We
obtain their IR-divergent part by the substitution G →
G(a) in equations (113) and (117). The same reasoning as
for the nested M contribution yields

∆ER
N1,P = ∆Ezero

SE J +∆EIR,2
N1,P +∆Ef

N1,P , (125)

∆ER
N2,P = ∆Eone

SE J +∆EIR,2
N2,P +∆Ef

N2,P , (126)

where J is the divergent integral (42),

∆EIR,2
N1,P =

i
2π

∫ ∞

−∞
dω
∑
µa

〈aa|I(ω)|aa〉
(−ω + i0)2

×〈a|γ0
[
Σ

(0)
R (E) −Σ

(0)
R (εa)

]
|a〉, (127)

∆EIR,2
N2,P =

i
2π

∫ ∞

−∞
dω
∑
µa

〈aa|I(ω)|aa〉
(−ω + i0)2

×〈a|VCγ
0
[
Γ 0

R(E) − Γ 0
R(εa)

]
|a〉. (128)
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We remind that E = εa − ω, 〈a|γ0Σ
(0)
R (εa)|a〉 = ∆Ezero

SE ,
and 〈a|VCγ

0Γ 0
R(εa)|a〉 = ∆Eone

SE . The remaining part of
the first nested P contribution is given by

∆Ef
N1,P = 2iα

∫ ∞

−∞
dω
∫

dp
(2π)3

∫
dx1dx2D(ω, x12)

×ψ†
a(x1)αµ

[
G(E,x1,p) γ0Σ

(0)
R (E,p)

×G(E,p,x2) − subtractions′
]
αµψa(x2),

(129)

where the subtractions are given by the substitution

Gγ0ΣG → Gγ0ΣG−G(0)γ0ΣG(0) −G(1)γ0ΣG(0)

−G(0)γ0ΣG(1) −G(a)γ0ΣG(a). (130)

The remaining part of the second nested P contribution
is written as

∆Ef
N2,P = 2iα

∫ ∞

−∞
dω
∫

dp1

(2π)3
dp2

(2π)3

∫
dx1dx2

×ψ†
a(x1)αµ

[
G(E,x1,p1) γ0Γ 0

R(E,p1;E,p2)

×G(E,p2,x2) − subtractions′
]
αµψa(x2)

×VC(q)D(ω, x12), (131)

where the subtractions are symbolically given by the sub-
stitution

Gγ0ΓG→ Gγ0ΓG−G(0)γ0ΓG(0) −G(a)γ0ΓG(a). (132)

The finite part of the overlapping P term is given by

∆ER
O,P = −2iα

∫ ∞

−∞
dω
∫

dp1

(2π)3
dp2

(2π)3

∫
dx1

×exp(−iq · x1)
ω2 − q2 + i0

ψ†
a(x1)αµG

(2+)(E,x1,p1)

×γ0Γµ
R(E,p1; εa,p2)ψa(p2). (133)

Summarizing, we write the total P term as

∆EP = L(1)∆Emany
SE,D +

(
∆Ezero

SE +∆Eone
SE

)
J +∆Ef

P ,

(134)

∆Ef
P = ∆EIR,2

N1,P +∆Ef
N1,P +∆EIR,2

N2,P

+∆Ef
N2,P + 2∆ER

O,P . (135)

The IR-divergent part of equation (134) vanishes when
considered together with the M term [Eq. (100)], whereas
its UV-divergent part is canceled by the corresponding
contribution from the F term [see Eq. (227)].

3.2 Angular integration

In this section, we illustrate how the integration over an-
gular variables can be carried out in the P term. Since

this integration is rather straightforward for the nested
contributions, we concentrate here on the most problem-
atic overlapping part. Utilizing the spectral representation
for the Green function, we rewrite equation (133) as

∆ER
O,P = − iα

2π

∫ ∞

−∞
dω
∫

dp1

(2π)3
dp2

(2π)3

×
(∑

n

ψ†
n(p1)γ0Γµ

R(E,p1; εa,p2)ψa(p2)

× Aan
µ (ω,q)

E − εn(1 − i0)
− subtractions

)
, (136)

where E = εa−ω, q = p1−p2, the subtractions are given
by the replacement G→ G−G(0) −G(1) = G(2+), and

Aan
µ (ω,q) =

4π
ω2 − q2 + i0

∫
dx e−iq·x ψ†

a(x)αµψn(x).

(137)
The wave function in momentum space is defined as

ψa(p) =
∫

d3x e−ip·x
(

ga(x)χκaµa(x̂)

i fa(x)χ−κaµa(x̂)

)

= i−la

(
ga(pr)χκaµa(p̂)

fa(pr)χ−κaµa(p̂)

)
, (138)

where pr = |p|, la = |κa + 1/2| − 1/2, and χκµ(x̂) is the
spin-angular spinor [39].

First, we integrate over the angular variables in equa-
tion (137). Since this part is written in coordinate space,
the angular integration can be performed in a standard
way. We make use of the following identities [40]:∫

dx̂χ†
κbµb

(x̂)YLM (x̂)χκaµa(x̂) = sba
LM CL(κb, κa),

(139)

χ†
κbµb

(x̂)σχκaµa(x̂) =
∑
JLM

sab
JM SJL(κb, κa)YJLM (x̂) ,

(140)
where σ denotes the vector incorporating Pauli matrices,

sba
LM =

(−1)ja−µa

√
4π

CLM
jbµb,ja−µa

, (141)

YLM is the spherical harmonics, YJLM is the vector spher-
ical harmonics [41],

YJLM (x̂) =
∑
mq

CJM
Lm,1qYLm(x̂) eq , (142)

Cjm
j1m1,j2m2

is the Clebsh-Gordan coefficient, eq are the
spherical components of the unity vector, and the co-
efficients CL(κ1, κ2) and SJL(κ1, κ2) are given in Ap-
pendix C. The angular integration for Aµ = (A0,A) in
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∆ER
O,P = −2iα2

∫ ∞

−∞
dω

∫
dp1

(2π)3
dp2

(2π)3
1

ω2 − q2 + i0

(∑
nJ

1

E − εn(1 − i0)

{
iln−la−JR1,an

J (qr)
[
Fna

1 tlnla + Fna
2 tlnla

]
−
∑

L

iln−la−L+1R2,an
JL (qr)

[
Rna

1 slnla
(σ) + Rna

2 slnla
(σ) + p1rRna

3 slnla(p̂1) + p2rRna
4 slnla(p̂2)

+ p1rRna
5 slnla

(p̂1) + p2rRna
6 slnla

(p̂2)
]}

− subtractions

)
(149)

∆ER
O,P = − iα2

4π4

∫ ∞

−∞
dω

∫ ∞

0

dp1rdp2r

∫ 1

−1

dξ
p2
1rp

2
2r

ω2 − q2
r + i0

(∑
nJ

1

E − εn(1 − i0)

{
(−1)k1R1,an

J (qr)
[
Fna

1 tlnla + Fna
2 tlnla

]
−
∑

L

(−1)k2R2,an
JL (qr)

[
Rna

1 slnla
(σ) + Rna

2 slnla
(σ) + p1rRna

3 slnla(p̂1) + p2rRna
4 slnla(p̂2)

+ p1rRna
5 slnla

(p̂1) + p2rRna
6 slnla

(p̂2)
]}

− subtractions

)
(152)

equation (137) yields:

Aan
0 (ω,q) =

16π2

ω2 − q2 + i0

∑
JM

i−Jsna
JMYJM (q̂)R1,an

J (qr),

(143)

Aan(ω,q) =
16π2

ω2 − q2 + i0

∑
JLM

i1−L

× sna
JMYJLM (q̂)R2,an

JL (qr), (144)

with radial integrals defined as

R1,an
J (qr) = CJ (κn, κa)

∫ ∞

0

dxx2jJ(qrx)

×(gagn + fafn) , (145)

R2,an
JL (qr) =

∫ ∞

0

dxx2jL(qrx)
[
gafnSJL(κa,−κn)

−fagnSJL(−κa, κn)
]
, (146)

where qr = |q|, ga = ga(x) and fa = fa(x) are components
of radial wave functions, and jl(z) is the spherical Bessel
function.

Now we write the combination ψ†
n(p1)γ0 ×

Γµ
R(E,p1; εa,p2)ψa(p2) that enters equation (136)

in a form convenient for carrying out the angular
integration

[
Γµ

R = (Γ 0
R,Γ R)

]
:

ψ†
n(p1)γ0Γ 0

R(E,p1; εa,p2)ψa(p2) =

α

4π
iln−la

[
Fna

1 χ†
κnµn

(p̂1)χκaµa(p̂2)

+ Fna
2 χ†

−κnµn
(p̂1)χ−κaµa(p̂2)

]
, (147)

ψ†
n(p1)γ0Γ R(E,p1; εa,p2)ψa(p2) =

α

4π
iln−la

[
Rna

1 χ†
κnµn

(p̂1)σχ−κaµa(p̂2)

+ Rna
2 χ†

−κnµn
(p̂1)σχκaµa(p̂2)

+ (Rna
3 p1 + Rna

4 p2)χ†
κnµn

(p̂1)χκaµa(p̂2)

+ (Rna
5 p1 + Rna

6 p2)χ
†
−κnµn

(p̂1)χ−κaµa(p̂2)
]
. (148)

Explicit expressions for the functions Fna
i =

Fna
i (p1r, p2r, ξ) and Rna

i = Rna
i (p1r, p2r, ξ) are given

in Appendix A of [42] (p1r = |p1|, p2r = |p2|, and
ξ = p̂1 · p̂2).

Substituting equations (143), (144), (147), and (148)
into equation (136), we obtain

see equation (149) above.

Here li = |κi + 1/2| − 1/2, li = |κi − 1/2| − 1/2, and the
angular factors tl1l2 and sl1l2 are defined by

tlnla =
1

2ja + 1

∑
µaµnM

sna
JMχ†

κnµn
(p̂1)YJM (q̂)χκaµa(p̂2),

(150)

slnla(r) =
1

2ja + 1

∑
µaµnM

sna
JM

× χ†
κnµn

(p̂1)r · YJLM (q̂)χκaµa(p̂2), (151)

where we have averaged over the magnetic substates of the
initial state a. The angular factors with li instead of li are
obtained by reversing the sign of κi. As can be shown by
an explicit evaluation, the angular factors tl1l2 and sl1l2

depend on angles through ξ = p̂1 · p̂2 only. Therefore, the
integration over other angular variables in equation (149)
can be carried out,

see equation (152) above,
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where we have taken into account that due to angular
selection rules the values of J + la − ln and L+ la − ln − 1
should be even, J+la−ln = 2k1 and L+la−ln−1 = 2k2.

The last remaining step is the explicit evaluation of the
angular factors tl1l2 and sl1l2 . Since expressions involved
are rather lengthy, we do not present them here. An ex-
ample of such derivation can be found in [42], where it is
demonstrated for a particular case of n = 2p1/2 (compare
Eq. (151) with Eqs. (79–82) of that work). We mention
here that equation (B13) of Appendix B of [42] contains a
misprint. The right-hand side of this equation should be
multiplied by (−1)l2 .

3.3 Numerical evaluation and results

In order to evaluate expressions given in the previous sec-
tion numerically, we deform the contour of the ω integra-
tion in a way discussed for the first-order self-energy cor-
rection. From the analysis given for the M term it follows
that the analytical continuation of the integrand is possi-
ble for both the nested and overlapping P contributions.
An alternative proof of this fact is given in Appendices B
and C of [23], where the analytical properties of the free
self-energy and vertex functions are studied in momen-
tum space. Expressions given in the previous section can
be directly used for the numerical evaluation if we just
substitute the ω integration over the real axis by the in-
tegration along the contour CLH . An alternative way for
their evaluation is the standard Wick rotation of the inte-
gration contour. As usual, this leads to the appearance of
pole terms, which requires a more detailed analysis. For
the corresponding expressions we refer the reader to our
previous investigation [23]. Technical details of our nu-
merical evaluation of the P term are also given in that
paper. In this work, we discuss only the general features
of this calculation. We note that our present treatment of
IR divergences in the P term is different from that of our
previous work [23]. The reason is that in the latter inves-
tigation we had to be compatible with the evaluation by
Mallampalli and Sapirstein [21], since the results of two
different calculations were to be added together.

An important feature of equations (129), (131),
and (133) is that they contain the Dirac Coulomb Green
function (DCGF) in the mixed momentum-coordinate
representation [see Eqs. (115, 116)]. To develop an effec-
tive numerical scheme for the computation of DCGF in
this representation is an important part of the evalua-
tion of the P term. This problem has never been encoun-
tered before in calculations of radiative corrections. There
are two main approaches to the computation of DCGF
that have been employed up to now in calculations of
QED effects, both using coordinate space. The first ap-
proach [27,43] employs the analytical representation of
DCGF in terms of the Whittaker functions, whereas the
other is based on various finite basis sets for the Dirac
equation [44,45].

In momentum space, there is a representation of
DCGF [46] that is based on the Sturmian expansion. How-
ever, it seems to be not very well suited for our purposes

since the convergence of the Sturmian expansion becomes
problematic for large values of the energy argument. This
expansion proved to be a powerful tool for the evaluation
of DCGF for real energies ε < m, especially for prob-
lems that can be solved analytically (see, e.g., [47]). In
the continuum part of the spectra ε > m, a resummation
of the Sturmian expansion is needed [48]. To the best of
our knowledge, the convergence of the Sturmian expansion
for large complex values of ε has not been investigated
so far.

Our numerical scheme for the evaluation of DCGF in
the mixed momentum-coordinate representation is based
on the finite basis set for the Dirac equation constructed
with B splines [44]. This scheme was proposed and tested
in our calculation of the LAL correction [18]. The B-
spline method [44] for the Dirac equation provides a fi-
nite set of radial wave functions

{
ϕi

κ,n(x)
}N

n=1
and the

corresponding set of energies {εκ,n}N
n=1, where κ is the

angular-momentum quantum number and the superscript
i = 1, 2 indicates the upper and the lower component
of the radial wave function, respectively. The radial wave
functions are represented by linear combinations of the B
splines [49],

ϕi
κ,n(x) =

1
x

∑
m

ai(κ, n,m)Bm(x), (153)

where {Bm(x)} is the set of the B splines defined on the
grid {xl} (see [44] for details). Since each of Bm(x) is in
fact a piecewise polynomial, we can write the correspond-
ing piecewise-polynomial representation for the wave func-
tion,

ϕi
κ,n(x) =

1
x

∑
k

cik(κ, n, l) (x− xl)k, x ∈ [xl, xl+1] .

(154)
Analogous representation can be written for radial com-
ponents of DCGF, defined as

Gij
κ (ε, x1, x2) =

∑
n

ϕi
κ,n(x1)ϕj

κ,n(x2)
ε− εκ,n

· (155)

This representation reads

Gij
κ (ε, x1, x2) =

1
x1x2

∑
k1k2

Aij
k1k2

(ε, κ, l1, l2)

× (x1 − xl1)
k1(x2 − xl2)

k2 ,

x1 ∈ [xl1 , xl1+1] , x2 ∈ [xl2 , xl2+1] , (156)

where the coefficients Aij
k1k2

are given by

Aij
k1k2

(ε, κ, l1, l2) =
∑

n

cik1
(κ, n, l1) c

j
k2

(κ, n, l2)
ε− εκ,n

· (157)

The above expressions yield a piecewise-polynomial repre-
sentation for the radial DCGF. It can be very convenient
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for numerical evaluations. After the coefficients Aij
k1k2

are
stored for given values of κ and ε, the computation of the
Green function is reduced to the evaluation of a simple
polynomial over each of the radial variables. We note an
additional advantage of this representation as compared
to the closed analytical form for DCGF. The Green func-
tion in the form (156) and its derivatives are continuous
functions of the radial arguments, while the exact ana-
lytical representation contains the discontinuous function
θ(x1 − x2) (see Eqs. (103–105)). The main disadvantage
of the piecewise-polynomial representation is the depen-
dence of the final result on the number of the B splines in
the set. For many problems this dependence can be kept
well under control, but it often turns out to be the limit-
ing factor for the accuracy of self-energy calculations. To
our opinion, this rather poor convergence with respect to
the size of the basis set is explained by the fact that a
wide range of energies of intermediate states contributes
significantly to the final result in this case.

The piecewise-polynomial representation turned out to
be also convenient for a numerical Fourier transformation
of DCGF over one or both radial variables. Taking the
Fourier transform over the second radial argument as an
example, we write the radial component of DCGF as

Gij
κ (ε, x1, p2) = 4πs(Lj)

∫ ∞

0

dx2 x
2
2

×jLj(p2x2)Gij
κ (ε, x1, x2), (158)

where L1,2 = |κ± 1/2| − 1/2, s(L1) = 1, s(L2) = −κ/|κ|,
and jL(z) denotes the spherical Bessel function. Introduc-
ing the Fourier-transformed basic polynomials,

Πik
l (p) = 4πs(Li)

∫ xl+1

xl

dxx(x − xl)k jLi(px) , (159)

we write the Green function in the mixed momentum-
coordinate representation as

Gij
κ (ε, x1, p2) =

1
x1

∑
k1

(x1 − xl1)
k1

×
∑
l2k2

Aij
k1k2

(ε, κ, l1, l2)Π
jk2
l2

(p2) ,

x1 ∈ [xl1 , xl1+1] . (160)

Certainly, the computation of DCGF in the mixed repre-
sentation is essentially more time-consuming than that in
coordinate space, due to necessity to evaluate the whole
set of the integralsΠjk2

l2
(p2) for each new value of p2. Still,

in actual calculations we can perform the numerical inte-
gration over x1 first, and the total time consumption of
the numerical procedure can be kept reasonable.

For the calculation of the P term we need also
to evaluate the free Green function G(0) and the one-
potential Green functionG(1) [Eq. (16)] in the momentum-
coordinate representation. WhereasG(0) can be calculated
along the same lines as DCGF by taking the limit Z → 0,
the one-potential Green function requires some care. Ob-
viously, it can be evaluated according to its definition (16).

Table 2. Individual finite contributions to the P term ex-
pressed in terms of the function F (Zα) defined by equation (2).

Z ∆EN1,P ∆EN2,P 2 ∆EO,P P term

40 −8.97(8) 17.64(5) −20.08(12) −11.41(15)

50 −4.36(4) 8.44(3) −9.49(6) −5.41(8)

60 −2.46(2) 4.57(2) −5.04(3) −2.93(4)

70 −1.530(9) 2.688(9) −2.915(22) −1.757(25)

83 −0.869(4) 1.435(4) −1.623(12) −1.057(13)

92 −0.557(3) 0.921(3) −1.176(9) −0.812(10)

100 −0.306(2) 0.552(3) −0.969(6) −0.723(7)

However, this involves a double summation over the Dirac
spectrum and is rather time consuming. We found that the
one-potential Green function can be also evaluated by a
direct numerical differentiation of the basis-set represen-
tation for DCGF,

G(1)
κ (ε, x1, x2) = Z

d
dZ

Gκ(ε, x1, x2)
∣∣∣∣
Z=0

= Z
Gκ(ε, x1, x2)[ε] −Gκ(ε, x1, x2)[−ε]

2ε
+O(Zε2), (161)

where Gκ denotes the radial DCGF and Gκ[ε] indicates
that it should be evaluated for Z = ε. So, in our calcula-
tions we store a set of coefficients Aij

k1k2
for G(1)

κ , each of
which is obtained as a finite difference (161) of the corre-
sponding coefficients of DCGF for Z = ε and Z = −ε. Af-
ter that the momentum-coordinate representation for G(1)

is constructed along the same lines as for DCGF. For the
further details of the numerical evaluation of the P term,
we refer the reader to our previous investigation [23].

Our numerical results for finite contributions to the
nested and overlapping P terms are presented in Table 2.
The numerical uncertainties quoted in the table were esti-
mated by investigating the sensitivity of the results with
respect to the number of integration points, to the number
of B splines in the basis set, and to the particular choice
of the grid on which the B-spline set is generated. The
number of B splines was varied between 45 and 75. Two
types of radial-knots distributions were used in actual cal-
culations, the exponential grid and a grid similar to the
one proposed in [50]. The order of B splines was taken
to be 5 or 6. The infinite summations over the angular-
momentum quantum number κ of intermediate states was
extended up to |κmax| = 7−9. The tail of the expansion
was estimated by polynomial fitting in 1/|κ|.

4 F term

The Feynman diagrams contributing to the F term are
shown in Figure 6. We remind the reader that the cor-
responding mass counterterms are assumed to be sub-
tracted from these graphs. The diagrams contain only
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free-electron propagators and, therefore, they can be eval-
uated by using the standard Feynman-parametrization
technique. In our investigation we regulate UV divergences
by working in D = 4 − 2ε dimensions. A short summary
of formulas needed for carrying out integrations over loop
momenta in an arbitrary number of dimensions is given in
Appendix D.

We note that in our evaluation of the F term we do not
encounter any IR divergences. This is explained by the fact
that the 4-momentum of the valence electron is off from
the mass shell. In this case all would-be IR divergences
are cut off by a nonzero virtuality of the valence electron,
ρ = (m2 − p2)/m2 ∼ (Zα)2, where p = (εa,p). (A differ-
ent situation is encountered in calculations based on an
expansion in the parameter Zα, where the momentum of
the incoming electron is often put to the mass shell.) How-
ever, some IR-divergent terms are known to appear in the
Feynman gauge when the renormalization constants are
extracted from the unrenormalized contributions in the
standard way of free-electron QED (see, e.g., [32]). Since
this is the only source of IR divergences in our case, their
appearance can be avoided by pulling out only the UV-
divergent parts of the renormalization constants [21]. In
this case no IR divergences appear at intermediate stages
of the calculation.

All diagrams in Figure 6 except one contain the self-
energy loop or the one-loop vertex as a subgraph. For the
evaluation of these diagrams we should first obtain a con-
venient representation for the one-loop functions. Their
detailed derivation is presented in Appendix A. It is clear
that the proper choice of a representation for the one-
loop functions is important and can significantly simplify
the evaluation of two-loop diagrams. Specifically, since the
self-energy function enters higher-order graphs in the com-
bination

1
p/−m

Σ̃(0)(p)
1

p/−m
,

it is useful to separate the factors (p/ −m)2 and (p/ −m)
from Σ̃(0)(p). Analogously, in the combination

1
p/1 −m

Γµ(p1, p2)
1

p/2 −m

we pull out the factors (p/1 −m) to the left and (p/2 −m)
to the right of the vertex function. It is worth mentioning
that due to the presence of overlapping divergences in two-
loop diagrams we have to keep the exact dependence on
the dimensional parameter ε in the one-loop functions.
The expansion in ε in two-loop functions can be carried
out only after all integrations over the loop momenta are
performed. This expansion yields divergent terms of order
1/ε2 and 1/ε that have to vanish in the final sum.

Finally, we make several remarks about our notations.
The diagrams contributing to the F term are divided into
the zero-potential and one-potential graphs, according to
the number of interactions with the Coulomb field. They
are labeled by the subscripts “zero” and “one”, respec-
tively. The contributions to the two-loop self-energy func-
tion are denoted by Σ, whereas ∆E stand for the con-
tributions to the energy shift. The subscript R refers to

the renormalized (i.e., UV-finite) part of a contribution.
For notational simplicity, we often omit the overall two-
loop factor α2C2

ε /(16π2) [the parameter Cε is defined by
Eq. (236)]. This fact will be indicated by a bar over the
corresponding term.

4.1 Zero-potential term

We now discuss the evaluation of the free nested and over-
lapping diagrams. The corresponding contributions to the
two-loop self-energy function are denoted by Σ

(2N)
zero and

Σ
(2O)
zero , respectively. The contributions to the energy shift

∆Ei are obtained from the corresponding parts of the self-
energy function Σi by taking their expectation value with
the wave function of the valence electron,

∆Ei =
∫

dp
(2π)3

ψ†
a(p)γ0Σ̃i(p)ψa(p), (162)

where Σ̃i = Σi − δmi, and p = (εa,p). Taking into ac-
count that free contributions to the self-energy function
can be expressed in the form Σ̃i(p) = mai(ρ) + p/ bi(ρ),
the integration over the angular variables is easily carried
out, which yields

∆Ei =
1

8π3

∫ ∞

0

dpr p
2
r

{
mai(ρ)(g2

a − f2
a )

+bi(ρ)
[
εa(g2

a + f2
a) + 2prgafa

]}
, (163)

where pr = |p|, ρ = (m2 − p2)/m2, p = (εa,p), and ga =
ga(pr) and fa = fa(pr) denote the upper and lower radial
components of ψa(p), respectively.

4.1.1 Nested diagram

The free nested diagram yields one of the simplest contri-
butions to the F term. However, we discuss its evaluation
in detail here since it illustrates many essential features
of the calculation of more difficult diagrams. The corre-
sponding contribution to the two-loop self-energy function
reads

Σ(2N)
zero = −4πiαµ2ε

∫
dDk

(2π)D

1
k2
γσ

1
p/ − k/−m

×
[
Σ

(0)
D (p− k) − δm(1)

] 1
p/− k/−m

γσ, (164)

where Σ(0)
D (p) is the one-loop self-energy function inves-

tigated in Appendix A, δm(1) is the corresponding mass
counterterm, and µ is the mass parameter introduced in
Appendix A.

First, we substitute the expression for the one-loop
self-energy function (245) in the above equation and de-
note the contributions generated by the three parts of
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equation (245) by Σ1, Σ2, and Σ3, respectively. The first
part is the simplest one. Obviously,

Σ1(p) = −αCε

4π
1

ε(1 − 2ε)
Σ

(0)
D (p). (165)

Substituting the explicit expression for the one-loop self-
energy function and expanding in ε, we isolate a contribu-
tion to the mass counterterm (i.e., the part that does not
vanish when p is put on the mass shell) and a divergent
part of the remainder,

Σ1(p) = δm
(2N)
1 +(p/−m)B(2N)

1 − αC2
ε

4πε
Σ

(0)
R,4(p)+Σ1,R(p),

(166)
with

δm
(2N)

1 = −
(

3
ε2

+
10
ε

+ 28
)
m, (167)

B
(2N)

1 =
1
ε2

+
2
ε
, (168)

Σ1,R = 12(p/−m) −
∫

dx
ρ

Υ

{
2p/− 6m

+ [p/(2 − x) − 4m][2 − ln(xΥ )]
}
, (169)

where Υ = x(1 − ρ) + ρ, Σ(0)
R,4 is the renormalized self-

energy function in 4 dimensions, and the bar over a con-
tribution means that the corresponding term should be
multiplied by the overall factor α2C2

ε /(16π2). [Taking into
account that Cε = 1 +O(ε) makes clear that finite contri-
butions should be multiplied simply by α2/(16π2).] Here
and in what follows we assume that all integrations over
Feynman parameters extend from 0 to 1, if not stated
otherwise.

The contribution Σ2 is finite, and we can put ε = 0
right from the beginning,

Σ2(p) = −2m2

∫
dx

2 + x

1 − x

∫
d4k

iπ2

× γσ(p/ − k/+m)γσ

k2[(p− k)2 −m2][(p− k)2 −m2/(1 − x)]
· (170)

Joining the terms in the denominator and performing the
integration over k, we have

Σ2(p) =
∫

dxdy dz
4(2 + x)(2m− zp/)

1 − xy − z(1 − x) p2/m2
· (171)

Now we separate the mass-counterterm part by putting
p/ = m. The corresponding integrals can be evaluated an-
alytically. Finally, we have

Σ2(p) = δm
(2N)

2 +Σ2,R(p), (172)

δm
(2N)

2 =
(

16π2

3
− 8
)
m, (173)

Σ2,R(p) =
∫

dxdy dz
[

4(2 + x)(2m− zp/)
1 − xy − z(1 − x) p2/m2

− c.t.
]
,

(174)

where c.t. denotes the same contribution with the con-
straint p/ = m, p2 = m2.

The contribution Σ3 is given by

Σ3(p) =
m4ε

Γ (1 + ε)(4π)ε

∫
dx

x−ε

[−(1 − x)]1+ε

× 16π2

i

∫
dDk

(2π)D

N(p− k)
k2[(p− k)2 −m2/(1 − x)]1+ε

, (175)

where the numerator N is

N(p− k) = γσ

[
2m
(

ε

1 − 2ε
+ x

)
−(p/− k/)

(
2 − 2ε
1 − 2ε

− x

)]
γσ . (176)

Carrying out the integration over k, we have

Σ3(p) = − Γ (2ε)
[Γ (1 + ε)]2

∫
dxdz x−ε(1 − z)−ε

× (1 − x)−1+ε N(zp)
[1 − z(1 − x) p2/m2]2ε

· (177)

This expression has UV divergences both explicitly in the
gamma function and implicitly in the x integration, due
to the singular factor (1 − x)−1+ε. In order to isolate the
implicit divergence, we rewrite the denominator as follows,
employing equation (284):

1
[1 − z(1 − x) p2/m2]2ε

=

1 +
(

1
[1 − z(1 − x) p2/m2]2ε

− 1
)

= 1 + 2ε
∫

du
z(1 − x) p2/m2

[1 − z(1 − x) p2/m2]1+2ε
· (178)

We denote the contributions to Σ3 induced by the first
and the second term of equation (178) by Σ3a and Σ3b,
respectively. Due to the appearance of additional factors
of ε and (1− x) in the second term of equation (178), the
contribution Σ3b is finite when ε→ 0. Therefore, we have

Σ3b(p) = −p2

∫
dxdz du

z[8mx+ 2z(2 − x)p/]
m2 − zu(1 − x) p2

· (179)

The mass-counterterm part of this expressions is

δm
(2N)

3b =
291 − 34π2

12
m. (180)

In order to evaluate Σ3a, we represent the numerator
N(zp) in the form N(zp) = N0 + (1 − x)N1, where N0

and N1 are independent of x. The integrals over x can
then be evaluated analytically,∫

dxx−ε(1 − x)ε−1 = Γ (1 − ε)Γ (ε), (181)∫
dxx−ε(1 − x)ε = Γ (1 − ε)Γ (1 + ε). (182)
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Finally, the expression forΣ3a is expanded in ε, and the re-
maining integration over z is trivial. Separating the mass-
counterterm contribution and the divergent part of the
remainder, we have

Σ3a(p) = δm
(2N)

3a + (p/−m)B
(2N)

3a +Σ3a,R(p), (183)

where

δm
(2N)

3a = −
(

9
2ε2

+
15
4ε

+
103 + 12π2

8

)
m, (184)

B
(2N)

3a = − 1
2ε2

− 7
4ε
, (185)

Σ3a,R(p) = −69 + 4π2

24
(p/−m). (186)

Collecting all contributions to Σ(2N)
zero , we have

Σ(2N)
zero (p) = δm(2N) + (p/ −m)B(2N)

−αC
2
ε

4πε
Σ

(0)
R,4(p) +Σ

(2N)
zero,R(p) , (187)

where

δm(2N) = −α
2C2

ε

16π2
m

(
15
2ε2

+
55
4ε

+
197− 8π2

8

)
, (188)

B(2N) =
α2C2

ε

16π2

(
1

2ε2
+

1
4ε

)
, (189)

and

Σ
(2N)
zero,R(p) = Σ1,R(p) +Σ2,R(p) +Σ3a,R(p) +Σ3b,R(p).

(190)

4.1.2 Overlapping diagram

The contribution of the free overlapping diagram to the
two-loop self-energy function reads

Σ(2O)
zero (p) = −4πiαµ2ε

∫
dDk

(2π)D

1
k2

×γσ
1

p/− k/−m
Γ σ

D(p− k, p), (191)

where Γ σ
D(p1, p2) is the one-loop vertex function investi-

gated in Appendix A. A calculation similar to that for the
nested diagram yields

Σ(2O)
zero (p) = δm(2O) + (p/ −m)B(2O)

+
αC2

ε

2πε
Σ

(0)
R,4(p) +Σ

(2O)
zero,R(p), (192)

where

δm(2O) =
α2C2

ε

16π2
m

(
3
ε2

+
5
2ε

+ η

)
, (193)

B(2O) =
α2C2

ε

16π2

(
− 1
ε2

+
1
2ε

)
, (194)

where the constant η was evaluated numerically to be η =
−1.07561.

Putting together (188) and (193) we obtain the gauge-
invariant two-loop mass counterterm,

δm(2) =
α2C2

ε

16π2
m

(
− 9

2ε2
− 45

4ε
+ π2 − 197

8
+ η

)
. (195)

This is in agreement with the known analytical result [51]
that yields 12ζ(3)+24(1−2 ln2)ζ(2)−1/4 = −1.07561 . . .
for the constant η. We mention also studies of the two-loop
mass counterterm within the Pauli-Willars regularization
performed in [52,53].

The final result for the free two-loop self-energy func-
tion is given by the sum of the nested and overlapping
contributions,

Σ(2)
zero(p) = δm(2)+(p/−m)B(2)+

αC2
ε

4πε
Σ

(0)
R,4(p)+Σ

(2)
zero,R(p) ,

(196)
where the renormalization constant B(2) reads

B(2) =
α2C2

ε

16π2

(
− 1

2ε2
+

3
4ε

)
, (197)

and Σ(2)
zero,R = Σ

(2N)
zero,R +Σ

(2O)
zero,R.

4.2 One-potential term

There are 4 nonequivalent one-potential two-loop dia-
grams which can be obtained from the free graphs by
inserting the Coulomb interaction into electron propaga-
tors in all possible ways. When the Coulomb interaction
is added to the central propagator we refer to the corre-
sponding contribution as the ladder (“lad”) term. Other-
wise, it is denoted as the side contribution.

As we will show, one-potential contributions to the
two-loop self-energy function can be written in the same
form,

Σi(p1, p2) = γ0L
(2)
i +

αC2
ε

4πε
ai Γ

0
R,4(p1, p2) +Σi,R(p1, p2) ,

(198)
where L(2)

i is a part of the renormalization constant, Γ 0
R,4

is the time component of the renormalized one-loop ver-
tex function in 4 dimensions, and ai is an integer factor.
The corresponding contributions to the energy shift are
obtained by

∆Ei =
∫

dp1 dp2

(2π)6
ψ†

a(p1)VC(q)γ0Σi(p1, p2)ψa(p2) ,

(199)
where VC is the Coulomb potential, VC(q) = −4πZα/q2,
p1 = (εa,p1), p2 = (εa,p2), q = p1 − p2 = (0,p1 − p2).

One-potential contributions to the self-energy func-
tion Σi depend on two independent momenta, p1 and p2.
Considering the matrix structure of Σi, we conclude that
there are 8 possible independent basic elements: I, γ0,
p/1, p/2, (p/1γ

0p/2), (p/1γ
0), (γ0p/2), (p/1p/2), (I is the unity
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matrix). Denoting them by φ1 . . . φ8, we write the ma-
trix structure of the self-energy function symbolically as
Σi(p1, p2) ≡ Σi(φ1, ..., φ8) . Next, we introduce the basic
functions

Φi =
4π

2ja + 1

∑
µa

ψ†
a(p1) γ0φi ψa(p2), (200)

where ja and µa are the total angular momentum of the
valence state and its projection. The functions Φi can be
shown to depend on p1r = |p1|, p2r = |p2|, and ξ = p̂1 · p̂2

only. Then the angular integrations in equation (199) can
be easily carried out, yielding

∆Ei = −Zα

8π4

∫ ∞

0

dp1r dp2r

∫ 1

−1

dξ
p2
1rp

2
2r

q2r
Σi(Φ1, ..., Φ8).

(201)

4.2.1 Overlapping ladder diagram

The overlapping ladder diagram is the only one from the
set in Figure 6 that does not contain the one-loop self-
energy loop or vertex as a subgraph. We consider the cor-
responding evaluation in some detail here since it contains
all characteristic features of the general calculation.

We start from the basic expression for the overlapping
ladder diagram,

Σ
(2O)

lad (p1, p2) =
m2ε

Γ (1 + ε)(4π)ε

16π2

i

∫
dDk

(2π)D

× 1
k2
γσ

1
p/1 − k/ −m

Ωσ(p1, k, p2), (202)

where we again omitted the overall two-loop factor, and

Ωσ(p1, k, p2) =
m2ε

Γ (1 + ε)(4π)ε

16π2

i

∫
dDl

(2π)D

1
l2

×γα
1

p/1 − k/− l/−m
γ0 1
p/2 − k/− l/−m

×γσ 1
p/2 − l/−m

γα. (203)

First, we evaluate the one-loop function Ωσ. Joining the
terms in the denominator, we have

1

l2[(p1 − k − l)2 − m2][(p2 − k − l)2 − m2][(p2 − l)2 − m2]
=

6

∫
dsdt dr

s2t

[(l − sζ)2 − s∆]4
, (204)

where ζ = η − uk, η = (1 − t)p1 + tp2, ∆ = −uw(k2 −
2kξ−M), ξ = (1− t)/u p1+ t(w− r)/(uw) p2, M = [sη2 +
m2 − (1 − t)p2

1 − tp2
2]/(uw), u = 1 − tr, and w = 1 − su.

Denoting the numerator in (203) as Nσ(k, l),

Nσ(k, l) = γα(p/1 − k/− l/+m)γ0(p/2 − k/− l/+m)
×γσ(p/2 − l/+m)γα , (205)

and shifting the momentum variable l → l + sζ, we have

Ωσ(p1, k, p2) =
6m2ε

Γ (1 + ε)(4π)ε

∫
ds dt dr s2t

× 16π2

i

∫
dDl

(2π)D

Nσ(k, l + sζ)
(l2 − s∆)4

· (206)

Now we write the numerator N in the form

Nσ(k, l + sζ) = Nσ
0 +Nσµ

1 lµ +Nσµν
2 lµlν +Nσµνρ

3 lµlν lρ,
(207)

and carry out the momentum integration:

Ωσ(p1, k, p2) = m2ε

∫
ds dt dr s−εt

×
[
(1 + ε)Nσ

0

∆2+ε
− sNσ

2

2∆1+ε

]
, (208)

where Nσ
2 = Nσµν

2 gµν . Both parts of (208) induce diver-
gent contributions to the self-energy function. In actual
calculations, it is convenient to isolate the divergent part
and evaluate the remainder in 4 dimensions. We consider
here the contribution of the second part of (208) to the
self-energy function (202) and denote it Σ2. It reads

Σ2(p1, p2) = − m4ε

2Γ (1 + ε)(4π)ε

∫
ds dt dr

× s1−εt

(−uw)1+ε

16π2

i

∫
dDk

(2π)D

× γσ(p/1 − k/+m)Nσ
2

k2[(p1 − k)2 −m2][k2 − 2kξ −M ]1+ε
·

(209)

The parametrization of the denominator yields

1
k2[(p1 − k)2 −m2][k2 − 2kξ −M ]1+ε

=

(1 + ε)(2 + ε)
∫

dxdy
x(xy)ε

[(k − x�)2 − xD]3+ε
, (210)

where � = (1−y)p1+yξ, D = x�2+(1−y)(m2−p2
1)+yM .

Denoting the numerator in (209) by M(k), shifting the
momentum variable k → k + x�, representing M(k + x�)
as M(k+x�) = M0 +Mµ

1kµ +Mµν
2 kµkν , and integrating

over momentum, we have

Σ2(p1, p2) =
m4εΓ (1 + 2ε)
[Γ (1 + ε)]2

∫
ds dt dr dxdy

st

uw

×
( y

xsuw

)ε
[
− M0

2D1+2ε
+

xM2

8εD2ε

]
, (211)

where M2 = Mµν
2 gµν . Expanding the result in ε and omit-

ting terms of order ε and higher, we obtain

Σ2(p1, p2) = −γ
0

ε
+

7γ0

2
+
∫

ds dt dr dxdy
st

uw

×
[
8x(2 − 3w)γ0 lnD − M0

2D
]
. (212)
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Table 3. Contributions to the renormalization constant L(2)

and to the overall factor a originating from the one-potential
two-loop diagrams, as defined by equation (198).

L
(2)

a

Σ2N
lad 1/(2ε2) + 5/(4ε) 1

Σ2N
side −1/ε2 − 3/(2ε) −2

Σ2O
lad −2/ε 0

Σ2O
side 1/ε2 + 3/(2ε) 2

Total 1/(2ε2) − 3/(4ε) 1

Since the numerator M0 is a polynomial in x, the x inte-
gration can be carried out analytically. After that equa-
tion (212) is expressed in terms of elementary integrals
Ii, L1:

Ii ≡
∫

dx
xi

�2x+ Y
, (213)

L1 ≡
∫

dxx ln[�2x+ Y ], (214)

where Y = (1 − y)(m2 − p2
1) + yM . Four remaining para-

metric integrations were evaluated numerically.
The contribution induced by the first term in (208) is

calculated in a similar way. The most difficult part of the
evaluation is to keep control over numerators. While the
corresponding manipulations are simple, the expressions
involved are very lengthy. In this part of the calculation,
the technical computing system MATHEMATICA [54]
was a great help. Also evaluating other one-potential di-
agrams, most part of manipulations with numerators and
expansions in ε were carried out by employing the MATH-
EMATICA system.

Finally, the overlapping ladder contribution to the self-
energy function is written in the standard form (198). The
corresponding results for L(2)

i and ai are listed in Table 3.

4.2.2 Other one-potential diagrams

General expressions for the remaining one-potential con-
tributions to the self-energy function are given by

Σ
(2O)
side (p1, p2) = −8πiαµ2ε

∫
dDk

(2π)D

1
k2
γσ

1
p/1 − k/ −m

×γ0 1
p/2 − k/−m

Γ σ
D(p2 − k, p2), (215)

Σ
(2N)
lad (p1, p2) = −4πiαµ2ε

∫
dDk

(2π)D

1
k2
γσ

1
p/1 − k/−m

×Γ 0
D(p1 − k, p2 − k)

1
p/2 − k/−m

γσ,

(216)

Σ
(2N)
side (p1, p2) = −8πiαµ2ε

∫
dDk

(2π)D

1
k2
γσ

1
p/1 − k/ −m

×
[
Σ

(0)
D (p1 − k) − δm(1)

]
× 1
p/1 − k/−m

γ0 1
p/2 − k/−m

γσ, (217)

where an overall factor of 2 is included in the side con-
tributions, accounting for two equivalent diagrams. After
the separation of divergent terms, these contributions are
written in the form (198), with the results for L(2)

i and ai

summarized in Table 3.
According to Table 3, the total one-potential part of

the two-loop self-energy function reads

Σ(2)
one(p1, p2) = γ0L(2) +

αC2
ε

4πε
Γ 0

R,4(p1, p2)+Σ
(2)
one,R(p1, p2) ,

(218)
where

L(2) =
α2C2

ε

16π2

(
1

2ε2
− 3

4ε

)
· (219)

We note that L(2) = −B(2), as required by the Ward iden-
tity.

4.3 The total F term

As illustrated in Figure 6, the F term consists of the zero-
potential, the one-potential and the free reducible contri-
bution,

∆EF = ∆E(2)
zero +∆E(2)

one +∆Ezero
red . (220)

The free reducible contribution is given by

∆Ezero
red = ∆ESE,D 〈a| ∂

∂p0
Σ

(0)
D (p)

∣∣∣∣
p0=εa

|a〉 , (221)

where∆ESE,D is the one-loop self-energy correction calcu-
lated inD dimensions. We remind the reader that ∆ESE,D

is represented by the sum [Eq. (12)] of the free, one-
potential, and many-potential contributions,

∆ESE,D = ∆Ezero
SE,D +∆Eone

SE,D +∆Emany
SE,D , (222)

where we introduced the subscript D in order to indicate
that in all these contributions the loop integrals are eval-
uated in D dimensions.

Expanding the one-loop functions in terms of ε ac-
cording to (248) and (256), we have for the corresponding
contributions to the energy shift

∆Ezero
SE,D = Cε

[
∆Ezero

SE + ε∆Ezero
SE,ε +O(ε2)

]
, (223)

∆Eone
SE,D = Cε

[
∆Eone

SE + ε∆Eone
SE,ε +O(ε2)

]
. (224)

Now expanding equation (221) in ε and disregarding terms
of order ε and higher, we get the following expression for
the free reducible contribution,

∆Ezero
red = −αC

2
ε

4πε
(∆Ezero

SE +∆Eone
SE )

+B(1)∆Emany
SE,D +∆Ezero

red,R, (225)
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Table 4. Individual finite contributions to the F term expressed in terms of the function F (Zα) defined by equation (2). The
results of our numerical evaluation are compared with those of [21]. Since the numerical errors were not explicitly indicated
in [21], we assume them to be one last significant digit.

Z ∆E
(2)
zero ∆E

(2)
one ∆Ezero

red F term Ref. [21]

10 621.5(9) −328.3(3) 528.31 821.5(9) 975(3)

20 79.21(2) −42.08(2) 99.755 136.89(3)

30 24.668(2) −16.085(5) 36.1389 44.723(5)

40 11.615(1) −9.243(2) 17.1316 19.504(2)

50 6.877(2) −6.277(1) 9.4243 10.025(2) 10.018(6)

60 4.663(1) −4.649(1) 5.7090 5.723(1)

70 3.4457(4) −3.6600(5) 3.7109 3.4966(6)

83 2.5474(1) −2.9230(2) 2.3134 1.9378(2) 1.9368(7)

92 2.1831(1) −2.6767(2) 1.7691 1.2755(2) 1.2743(5)

100 1.9937(1) −2.6353(5) 1.4667 0.8251(5) 0.8245(3)

Table 5. Various contributions to the F term for Z = 92. Units are a.u.

∆E
(2N)
zero,R ∆E

(2O)
zero,R ∆E

(2N)
lad,R ∆E

(2N)
side,R ∆E

(2O)
lad,R ∆E

(2O)
side,R ∆Ezero

red,R Total Ref. [21]

0.002 48 0.042 45 −0.005 88 0.010 32 −0.035 99 −0.023 55 0.036 42 0.026 26 0.026 23

where the renormalized part of the contribution is given by

∆Ezero
red,R = − α

4π
(
∆Ezero

SE,ε +∆Eone
SE,ε

)
+∆ESE 〈a| ∂

∂p0
Σ

(0)
R,4(p)

∣∣∣∣
p0=εa

|a〉 , (226)

where ∆ESE = ∆ESE,D=4.

Finally, adding together the contributions to the en-
ergy shift originating from the zero-potential part of
the self-energy function (196), from the one-potential
part (218), and from the reducible part (225), we get the
total result for the F term,

∆EF = B(1)∆Emany
SE,D +∆E

(2)
zero,R

+∆E
(2)
one,R +∆Ezero

red,R, (227)

where we have taken into account the Dirac equation and
the Ward identity. We see that the total F term is still
UV divergent. The divergent contributions vanishes only
when it is considered together with the P term [Eq. (134)].

We now discuss briefly the numerical calculation of
the F term. Whereas the free part is relatively sim-
ple, the evaluation of one-potential contributions requires
some care since it involves a 3-dimensional integration
over the momentum variables and up to 4 Feynman-
parameter integrations. The numerical evaluation of equa-
tion (201) was carried out after the change of vari-
ables [26]: {p1r, p2r, ξ} → {x, y, qr}, where x = p1r + p2r,

y = |p1r − p2r|, q2r = p2
1r + p2

2r − 2p1rp2rξ. This yields∫ ∞

0

dp1r dp2r

∫ 1

−1

dξ F (p1r, p2r, ξ) =∫ ∞

0

dx
∫ x

0

dy
∫ x

y

dqr
qr

2p1rp2r

×
[
F (p1r, p2r, ξ) + F (p2r, p1r, ξ)

]
. (228)

All integrations were carried out by using the Gauss-
Legendre integration formulas. A typical integrand is a
combination of basic integrals like (213), (214) that are
easily expressed in terms of elementary functions. Taking
I2 as an example, we have

I2 =
1

2�2
− Y

�4
+
Y 2

�6
ln
(

1 +
�2

Y

)
. (229)

It should be mentioned that � vanishes for certain com-
binations of integration variables. The whole integral I2
stays finite for � = 0, as can be seen from its defini-
tion (213). However, individual parts of equation (229)
are divergent when � → 0. This may lead to instabilities
in the numerical calculation. In order to avoid them, we
evaluate the basic integrals Ii by a series expansion when
� is small.

The results of our numerical evaluation of the F term
are listed in Table 4. We see that our values agree well
with the results of Mallampalli and Sapirstein [21] for all
cases except Z = 10. Individual contributions to the F
term for the H-like uranium are given in Table 5. Com-
paring our results with those of [21], one should keep in
mind that the parameter C2

ε in our definition of the renor-
malization constants differs from the analogous parameter
D = (4π)2εΓ (1 + 2ε) in [21] by terms of order ε2.
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Table 6. Individual contributions to the two-loop self-energy correction expressed in terms of F (Zα). Our results for the LAL
correction, the F and M terms are compared with the previous evaluations [15,16,21]. In order to allow the term-by-term
comparison for the M term, the finite part of IR-divergent contributions is subtracted from the results of [21] (see the text and
Tab. 1 for details).

Z LAL F term P term M term Total

40 −0.871 19.50 −11.41(15) −8.27(18) −1.05(23)

50 −0.973 10.03 −5.41(8) −4.99(6) −1.34(10)

10.02a

60 −1.082 5.72 −2.93(4) −3.342(21) −1.63(4)

70 −1.216 3.497 −1.757(25) −2.412(11) −1.888(27)

−1.216b

−1.216c

83 −1.466 1.938 −1.057(13) −1.764(4) −2.349(14)

1.937a −2.435(11)a

92 −1.734 1.276 −0.812(10) −1.513(3) −2.783(10)

−1.733b 1.274a −2.074(7)a

−1.734c

100 −2.099 0.825 −0.723(7) −1.384(3) −3.381(8)

0.825a

a Reference [21]; b reference [16]; c reference [15].

5 Numerical results and Lamb shift
in H-like ions

In Table 6 we collect all contributions to the two-loop
self-energy correction for the ground state of H-like ions
with Z ≥ 40. As already mentioned, the LAL correction
was previously evaluated by several groups, and our val-
ues agree well with the known results for this contribu-
tion. The F and M terms were previously calculated by
Mallampalli and Sapirstein [21]. Our results for the F term
are very close to those from [21]. However, a significant de-
viation is observed for the M term.

As in the case of the one-loop self-energy correction,
the evaluation becomes problematic very fast as Z de-
creases. It is due in part to the fact that some individual
contributions exhibit a nearly Z-independent behaviour,
while the total correction scales as (Zα)4. Already for
Z = 40, significant numerical cancellations occur that
tend to increase very rapidly as Z decreases. In addition,
numerical integrations become more difficult to control in
the lower-Z region. All this restricted our calculation to
the region Z ≥ 40.

In Figure 7 we present our non-perturbative results
together with predictions based on the Zα expansion.
The solid line represents the contribution of the first two
terms in equation (1), whereas the dashed line corresponds
to the contribution of all known terms (B40 . . . B61). We
can see that the convergence of the Zα expansion is re-
markably slow in this case. Although this comparison
does not provide any information about the higher-order
terms, it suggests that the results obtained by two differ-
ent methods could be compatible. After the first results of
our evaluation [24] had become known, it was shown by
Jentschura [55] that the [2/2] Padé extrapolation applied
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Fig. 7. The results of our numerical evaluation to all orders to
Zα (dots) together with the first two terms of the Zα expansion
(solid line) and all known terms of the Zα expansion (dashed
line).

to the known terms of the Zα expansion agreed much bet-
ter with our nonperturbative results than the plain sum
of the these terms. Based on this extrapolation scheme,
a tentative estimate for the higher-order term B60 was
reported in that work, B60 ≈ −100(50).

In order to reach a definitive conclusion about the
higher-order terms, it is important to extend the present
calculation into the lower-Z region. Taking into account
large numerical values of some of the known terms of
the Zα expansion, one may speculate that the higher-
order contribution could be of experimental interest even
for hydrogen [11]. We believe that an extension of the
present calculations to lower values of Z should be pos-
sible when the Fried-Yennie gauge is employed instead of
the Feynman gauge. While increasing the complexity of
the problem, one may hope that it will also remove a
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Table 7. Two-loop QED contributions to the ground-state Lamb shift of H-like ions, in eV. The subsets SESE, VPVP,
S(VP)E, and SEVP are introduced in Figure 8. Other labelling is as follows: VPVP(lad) indicates the diagram (d); VPVP(K-S)
and VPVP(h.o.) refer to the diagrams (e, f), where (K-S) labels the Källén-Sabry part and (h.o.) stands for the higher-
order contribution; SEVP(l.o) and SEVP(h.o.) denote the lowest-order and the higher-order part of the SEVP contributions,
respectively.

Z SESE VPVP S(VP)E SEVP Total

(lad) (K-S) (h.o.) (l.o.) (h.o.)

40 −0.021(5) −0.001 −0.017 ± 0.001 0.003 0.011 0.00 −0.025(5)

50 −0.065(5) −0.003 −0.043 ± 0.006 0.006(1) 0.034 0.00 −0.071(8)

54 −0.097(7) −0.005 −0.059 ± 0.009 0.009(1) 0.050 0.00 −0.102(11)

60 −0.165(4) −0.010 −0.093 ± 0.02 0.015(3) 0.085 0.00 −0.168(21)

70 −0.354(5) −0.027 −0.185 ± 0.05 0.030(8) 0.184 0.022 −0.330(51)

79 −0.666(8) −0.065 −0.327 −0.01 ± 0.11 0.056(19) 0.337 0.09 −0.59(11)

80 −0.713(8) −0.071 −0.348 −0.01 ± 0.12 0.060(20) 0.359 0.10 −0.62(12)

82 −0.816(8) −0.086 −0.393 −0.017 ± 0.14 0.070(25) 0.406 0.128 −0.71(14)

83 −0.872(5) −0.095 −0.418 −0.02 ± 0.15 0.075(28) 0.432 0.15 −0.75(15)

90 −1.369(8) −0.181 −0.636 −0.03 ± 0.27 0.118(51) 0.647 0.33 −1.12(27)

92 −1.559(6) −0.217 −0.716 −0.038 ± 0.32 0.134(60) 0.722 0.417 −1.26(33)

100 −2.643(6) −0.446 −1.153 ± 0.61 0.24(13) 1.096 1.0(1) −1.91(63)

significant part of numerical cancellations between in-
dividual contributions, as it is the case for the LAL
correction [18].

Turning to the experimental consequences of our eval-
uation, we mention that the two-loop self-energy correc-
tion provided the main uncertainty to theoretical predic-
tions of the ground-state Lamb shift in heavy H-like ions.
With our evaluation of this correction, we significantly im-
prove the accuracy of the corresponding theoretical val-
ues. In Table 7 we compile the results available for the
two-loop QED corrections to the ground-state energy of
H-like ions. The complete set of these corrections is pre-
sented in Figure 8. It is traditionally divided into 4 gauge-
invariant subsets: SESE (a–c), VPVP (d–f), SEVP (g–i),
and S(VP)E (k). The calculation of the first subset SESE
is carried out in the present investigation. The correspond-
ing numerical values in Table 7 are obtained by interpola-
tion of the results listed in Table 6. The other subsets in
Figure 8 are easier to evaluate since all of them involve a
vacuum-polarization loop that can be treated in the lead-
ing Uehling approximation with a reasonable accuracy.
The ladder VPVP diagram (d) was evaluated to all orders
in (Zα) in [56,57]. The values in the table are taken from
the tabulation [57]. Two remaining VPVP diagrams (e)
and (f) were calculated within the Uehling approximation
in [58] for the point nucleus and in [59] for the extended
nucleus. The Uehling part of this correction is often named
after Källén and Sabry who first derived [60] the expres-
sion for the corresponding potential. In the table, the val-
ues from [59] were taken, with the corresponding entry
labeled as VPVP(K-S). The corresponding higher-order
contribution is presently calculated only for the diagram
(e) [61]. While its numerical value was found to be rather
small, one should keep in mind that the major contribu-
tion to the Källén-Sabry part comes from the diagram (f).
We observe that for the diagram (e) the higher-order part

� � �
�a� �b� �c�

� � �
�d� �e� �f�

� � 	
�g� �h� �i�



�k�

Fig. 8. One-electron QED corrections of second order in α.
Gauge-invariant subsets are referred to as SESE (a–c), VPVP
(d–f), SEVP (g–i), S(VP)E (k).

contributes about one third of the value obtained within
the Uehling approximation (for Z = 92 and 82). Taking
this into account, we estimate the unknown higher-order
part of the diagram (f) by multiplying the Källén-Sabry
value by a factor of (Zα)2. Numerical results available for
the higher-order part of the diagram (e) together with our
estimations for the corresponding part of the diagram (f)
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Table 8. The ground-state Lamb shift of H-like ions, in eV. In order to obtain the ground-state energy, one should add the
Dirac-energy value EDirac = m

√
1 − (Zα)2. The labeling is as follows: “RMS” denotes the root-mean-square nuclear radii

expressed in Fermi units, “Ext.Nuc.” is the finite-nuclear-size effect, “SE” is the first-order self-energy correction, “Ueh” and
“WK” are the Uehling and the Wichmann-Kroll parts of the first-order vacuum-polarization correction, respectively; “Two-
loop” is the second-order QED correction, “Recoil” is the nuclear-recoil correction, “NP” is the nuclear-polarization correction,
“Exp” indicates the experimental results.

Ion RMS Ext.Nuc. SE Ueh WK Two-loop Recoil NP Total Exp.
90
40Zr 4.270 0.516(10) 18.394 −2.083 0.029 −0.025(5) 0.137 16.968(11)
120
50Sn 4.655 1.96(3) 39.198 −5.273 0.107 −0.071(8) 0.171 36.09(3)

132
54Xe 4.787 3.18(6) 50.997 −7.325 0.169 −0.102(11) 0.187 47.11(6) 54(10)a

142
60Nd 4.914 6.25(11) 73.372 −11.606 0.319 −0.168(21) 0.215 68.38(11)

174
70Yb 5.317 19.57(33) 126.358 −23.399 0.825 −0.330(51) 0.269 123.29(33)

197
79Au 5.437 49.13(80) 196.684 −41.996 1.792(1) −0.59(11) 0.33 205.36(81) 202(8)b

202
80Hg 5.467(6) 54.67(13) 206.171 −44.729 1.942(1) −0.62(12) 0.34 217.77(18)

208
82Pb 5.504(25) 67.23(51) 226.328 −50.701 2.284(1) −0.71(14) 0.36 0.00 244.79(53)
209
83Bi 5.533(20) 74.79(44) 237.025 −53.956 2.476(1) −0.75(15) 0.37 259.96(46)

232
90Th 5.802(4) 160.51(35) 325.016 −82.890 4.278(2) −1.12(27) 0.44 −0.13(6) 406.10(45)
238
92U 5.860(2) 198.79(40) 355.046 −93.597 4.975(2) −1.26(33) 0.46 −0.19(9) 464.22(53) 468(13)c

257
100Fm 5.886 451(6) 503.487 −152.280 9.064(3) −1.91(63) 0.61 810(6)

a Reference [78]; b reference [79]; c reference [80].

are listed in the table under the entry VPVP(h.o.). Nu-
merical values for Z other than 92 and 82 were obtained
by a linear interpolation of available numerical results [61].

The SEVP correction is known to all orders in Zα
for Z = 70, 82, and 92 [56]. For smaller values of Z, the
lowest-order result for this correction [62] can be used,

∆ESEVP = m
(α
π

)2

(Zα)5
[
1.920576 +O(Zα)

]
. (230)

In the table, we separate the SEVP correction into the
lowest-order (“l.o.”) part given by the above formula, and
the higher-order (“h.o.”) contribution obtained from the
results of [56]. The higher-order part scales as (Zα)6 and
was estimated to contribute less than 0.01 eV for Z ≤
60. For Z > 60, it was obtained by an interpolation of
numerical results from [56].

Finally, the S(VP)E correction was evaluated within
the Uehling approximation in [56,63]. The uncertainty due
to the uncompleteness of the Uehling approximation was
estimated in the same way as for the VPVP correction.

In Table 8 we collect all available contributions to
the ground-state Lamb shift of high-Z H-like ions. First,
we account for the finite-nuclear-size correction to the
Dirac ground-state energy. This correction is easy to eval-
uate, but it is more difficult to provide a reliable estimate
for its uncertainty. For most nuclei, experimental values
are available for only their root-mean-square (rms) radii.
Moreover, it is not completely clear what error bars should
be ascribed to the existing experimental values. The nu-
clear rms radii used in the present compilation [64–67] are
listed in the second column of Table 8. If not stated other-
wise, we ascribe an uncertainty of 1% to them. For Z = 80,
82, 83, 90, and 92, the nuclear rms radii are considered to
be known with higher precision. For uranium and thorium,
we use the error estimate from the original studies [66,67].

For Hg, Pb, and Bi, the ascribed uncertainty corresponds
to the deviation between different experimental values [64,
65]. The finite-nuclear-size correction was evaluated by us-
ing the two-parameter Fermi model for the nuclear-charge
distribution

ρ(r) =
N

1 + exp [(r − c)/a]
(231)

where the parameter a is fixed to be a = 2.3/(4 ln 3) fm.
The parameters c and N are obtained from the rms-
radius by

c =
[5
3
〈r2〉 − 7

3
a2π2

]1/2

, (232)

N =
3

4πc3
(
1 +

π2a2

c2

)−1

. (233)

The uncertainties ascribed to the nuclear-size corrections
consist of two parts. The first one was obtained by vary-
ing the rms radii within the limits discussed above. The
second one represents the dependence of the result on the
model of the nuclear-charge distribution. It was estimated
by taking the difference between the result obtained for
the Fermi distribution and that for the homogeneously-
charged sphere distribution with the same rms radius.

The first-order self-energy correction was taken from
the recent tabulation in [68], which is based on the meth-
ods described in [27,69]. The results for the Uehling part
of the first-order vacuum-polarization correction are taken
from [70], where it was calculated using the Fermi model
for the nuclear-charge distribution. A small deviation from
the results of [72] is explained by a more realistic nuclear
model employed in [70]. The Wichmann-Kroll part of the
vacuum-polarization correction was taken from the tabu-
lation in [68], which was obtained by the method devel-
oped in [71]. We mention a small (0.01 eV for Z = 92)
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deviation between the results of [68,71] and the ones of
the Swedish group [72]. A larger number of partial waves
was accounted for in [72], but numerical values were pre-
sented only for a few ions.

The nuclear-recoil correction was calculated to first or-
der in m/M and to all orders in Zα in [73] for the point
nucleus and in [74] for the extended nucleus. The numer-
ical values in the table are taken from [74]. Finally, the
nuclear-polarization correction was evaluated in [75,76]
for a few ions only, namely, uranium, thorium, and lead.
For lead, these results were recently reproduced by an in-
dependent evaluation [77]. Since a number of experimental
parameters and assumptions about nuclear models enters
calculations of this type, the results obtained are consid-
ered to be an estimate only. We therefore ascribe to them
an uncertainty of about 50%.

6 Conclusion and outlook

We have presented an evaluation of the complete gauge-
invariant set of the two-loop self-energy diagrams for the
ground-state of H-like ions with Z ≥ 40. This calcula-
tion significantly improves the accuracy of the theoretical
prediction for the ground-state energy in high-Z H-like
ions. While the present experimental accuracy is not yet
sufficient to probe the new contribution, it could be pos-
sible in the near future, when the experiment planned at
GSI [80] is completed. The accuracy of 1 eV for H-like
uranium aimed at in this experiment is comparable with
the two-loop self-energy contribution of −1.6 eV obtained
in this work. Finally, we have presented a compilation of
all presently available contributions to the ground-state
Lamb shift in high-Z H-like ions together with estimates
of the uncertainty of the theoretical predictions. It should
be noted that a possible “weak point” of these estimates
is that the realistic uncertainty of the nuclear rms radii
is difficult to determine. It can be illustrated, e.g., by the
fact that different experimental values of rms radii are of-
ten in serious disagreement with each other, well beyond
the given error bars [64,65]. Since the present theoretical
errors of the energy values specified in Table 8 are mainly
determined by the uncertainty of the finite-nuclear-size
effect, shifting of experimental values for the nuclear rms
radii beyond the given error bars will also cause changes
in the corresponding theoretical prediction.

We would like to indicate that the two-loop self-energy
correction is, in some sense, the first “non-trivial” second-
order QED correction that has been evaluated without
an expansion in Zα up to now. All calculations of other
second-order QED contributions presented in Figure 8
were accomplished by various generalizations of the nu-
merical scheme developed for the first-order QED correc-
tions. Contrary to that, a number of issues had to be
addressed in the evaluation of the two-loop self-energy
correction, which have not been encountered before.
Among them are, e.g., the evaluation of the bound-
electron propagator in the mixed momentum-coordinate
space and the double infinite summation over multipoles
of photon propagators. We believe that the technique de-

veloped in this work can be applied to the evaluation of
other non-trivial two-loop QED corrections as well.

Several systems can be mentioned at present, where
evaluations of two-loop self-energy corrections would be
of immediate experimental interest. First, of utmost im-
portance is to extend our calculation to the lower-Z re-
gion, where the higher-order terms could enter at the level
of the experimental interest even at Z =1 [11]. Another
problem is to perform a similar calculation for 2p−2s tran-
sitions in high-Z Li-like ions, where the present experi-
mental accuracy is much higher than that in H-like ions.
Particularly precise measurements were performed for the
2p1/2−2s transition in Li-like uranium [81] and for the
2p3/2−2s transition in Li-like bismuth [82]. In the latter
investigation, the transition energy was obtained with an
accuracy of 0.04 eV. This should be compared with an
estimate of the corresponding two-loop self-energy correc-
tion of 0.11 eV obtained by a simple 1/n3 scaling of the
ground-state result. We also mention that the present the-
oretical uncertainty of the corresponding theoretical val-
ues is mainly defined by the two-loop self-energy correc-
tions [23,83].

Another system whose theoretical understanding is
presently limited by two-loop QED corrections is the g fac-
tor of the bound electron in a H-like ion. Experimental
and theoretical investigations of this system resulted in
an independent determination of the electron mass [84,
85] with an accuracy that is 4 times better than that of
the accepted value for the electron mass [1]. While the
uncertainty of the new value of the electron mass is de-
fined mainly by the present experimental error, significant
progress is anticipated from the experimental side in the
near future. We expect that the evaluation of the two-
loop self-energy correction to the bound-electron g factor
could be in principle carried out along the same lines as
it is presented in this work.
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Nationale et de la Recherche, the foundation “Dynasty”, and
International Center for Fundamental Physics. The computa-
tion was performed on the CINES and IDRIS French national
computer centers. Laboratoire Kastler Brossel is Unité Mixte
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Appendix A: Free one-loop functions

A.1 Self-energy function

The free one-loop self-energy function in the Feynman
gauge and in D dimensions is given by

Σ
(0)
D (p) = −4πiαµ2ε

∫
dDk

(2π)D

1
k2
γσ

p/− k/+m

(p− k)2 −m2
γσ,

(234)
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where µ is the mass parameter which appearance is deter-
mined by the fact that in D = 4− 2ε dimensions the elec-
tron charge is e(D) = µεe. This parameter is introduced
in order to keep the proper dimension of the interaction
term in the Lagrangian. In the expression above the index
D indicates the number of dimensions. We omit this sub-
script when the exact number of dimensions is irrelevant
for the discussion.

The integration over the momentum k is easily eval-
uated after joining the denominators by the Feynman-
parametrization formula (281), which yields

Σ
(0)
D (p) = −αCε

2πε

∫ 1

0

dx
(1 − ε)(1 − x)p/ − (2 − ε)m

(xΥ )ε
,

(235)
where

Cε = Γ (1 + ε)(4π)ε

(
µ2

m2

)ε

, (236)

Υ = x(1 − ρ) + ρ, and ρ is the virtuality of the electron,
ρ = (m2 − p2)/m2. The mass counterterm is obtained
from (235) by adding the on-mass-shell condition p/ = m,

δm(1) =
αCε

4πε
3 − 2ε
1 − 2ε

m . (237)

The difference Σ
(0)
D (p) − δm(1) is still divergent when ε

goes to zero. Separating explicitly the divergent part, we
write

Σ
(0)
D (p) = δm(1) +B(1)(p/−m) +Σ

(0)
R,D(p) , (238)

where

B(1) = −αCε

4πε
, (239)

and Σ(0)
R,D(p) is the renormalized self-energy function,

Σ
(0)
R,D(p) = −αCε

2π

{
p/ −m

1 − 2ε
+

1
ε

∫ 1

0

dx
[
(1 − ε)(1 − x)p/

−(2 − ε)m
] ( 1

xεΥ ε
− 1
x2ε

)}
. (240)

In the limit ε→ 0, this leads to the well-known expression

Σ
(0)
R,4(p) =

α

4π

[
2m
(

1 +
2ρ

1 − ρ
ln ρ
)

−p/ 2 − ρ

1 − ρ

(
1 +

ρ

1 − ρ
ln ρ
)]

. (241)

We note that our definition of the renormalization con-
stant B(1) differs from that of the standard procedure of
free-electron QED, where it is determined by the on-mass-
shell condition

B
(1)

=
∂

∂p/
Σ

(0)
D (p)

∣∣∣∣
p/=m

. (242)

In fact, B(1) is just the UV-divergent part of B
(1)

. The
reason for this modified definition is that B(1), unlike B

(1)
,

does not contain any IR divergences.
Evaluating two-loop contributions, we have to keep the

exact dependence of Σ(0)
R on ε since it can be multiplied

by a divergent contribution of order 1/ε. However, equa-
tion (240) is not very convenient for practical applications
since it involves auxiliary singularities when ε → 0. One
could avoid them by joining the two terms in the last
brackets by using equation (284). However, this will lead
to an additional integration. Instead, we integrate (240)
by parts and use the identity

x

(
1

xεΥ ε
− 1
x2ε

)′

x

=
ερ

xεΥ ε+1
−2ε
(

1
xεΥ ε

− 1
x2ε

)
. (243)

We see that the integration by parts brings an additional
power of ε in the numerator. Repeating this procedure,
we get an expansion in the parameter ε that can be easily
summed up in a closed form. This yields

Σ
(0)
R,D(p) = −αCε

2π

{
p/−m

1 − 2ε
− ρ

2

∫ 1

0

dx
1

xεΥ ε+1

×
[
p/

(
2 − 2ε
1 − 2ε

− x

)
−m

4 − 2ε
1 − 2ε

]}
, (244)

which agrees with the result of [21].
It is useful to obtain one more representation for the

self-energy function, taking into account that it always
enters higher-order diagrams accompanied by two electron
propagators,

1
p/−m

[
Σ

(0)
D (p) − δm(1)

] 1
p/ −m

·

Therefore, it is advantageous to separate explicitly powers
of (p/ −m) in (244). After simple manipulations, we get

Σ
(0)
D (p) − δm(1) =

αCε

4π
(p/ −m)

[
− 1
ε(1 − 2ε)

+Σa(p2) + (p/ −m)Σb(p)

]
, (245)

where

Σa(p2) = 2m2+2ε

∫ 1

0

dx
x−ε

[m2 − p2(1 − x)]1+ε

×
(

2
1 − 2ε

+ x

)
, (246)

Σb(p) = m2ε

∫ 1

0

dx
x−ε

[m2 − p2(1 − x)]1+ε

×
[
2m
(

ε

1 − 2ε
+ x

)
− p/

(
2 − 2ε
1 − 2ε

− x

)]
.

(247)
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We introduce also an expansion of the self-energy function
over the parameter ε,

Σ
(0)
R,D(p) = Cε

(
Σ

(0)
R,4(p) + εΣ

(0)
R,ε(p) +O(ε2)

)
, (248)

where Σ(0)
R,4(p) is given by (241). It is convenient to keep

the overall constant Cε in its closed form throughout the
calculation.

For further useful representations of the self-energy
function in a general covariant gauge (and, particularly, in
the Fried-Yennie gauge) in framework of the dimensional
regularization we refer the reader to the paper [86].

A.2 Vertex function

The free one-loop vertex function in the Feynman gauge
and in D dimension is represented by

Γα
D(p1, p2) = −4πiαµ2ε

∫
dDk

(2π)D

1
k2
γσ

p/1 − k/+m

(p1 − k)2 −m2

×γα p/2 − k/ +m

(p2 − k)2 −m2
γσ. (249)

While the evaluation of this expression is quite simple, we
discuss it here in detail since it gives us an opportunity to
illustrate some essential features of two-loop calculations.
First we join the denominators by using the Feynman-
parametrization formula (281):

1
k2[(p1 − k)2 −m2][(p2 − k)2 −m2]

=

2
∫

dxdy
x

[(k − xb)2 − xD]3
, (250)

where b = yp1 + (1 − y)p2, and D = xb2 + m2 − yp2
1 −

(1 − y)p2
2. Here and in what follows we assume that all

integrations over Feynman parameters extend from 0 to
1, if not stated otherwise. Shifting the momentum variable
k → k + xb, we have

Γα
D(p1, p2) =

αµ2ε

2π

∫
dxdy x

×16π2

i

∫
dDk

(2π)D

Nα(k + xb)
(k2 − xD)3

, (251)

where Nα(k) is the numerator in (249), Nα(k) = γσ(p/1 −
k/+m)γα(p/2 − k/+m)γσ. Next, we represent the numera-
tor Nα(k+ xb) in the form Nα(k+ xb) = Nα

0 +Nαµ
1 kµ +

Nαµν
2 kµkν , where the components Ni do not depend on k.

[Obviously, Nα
0 = Nα(xb).] The integration over k is car-

ried out according formulas (282), (283). Finally, we ob-
tain the following representation for the unrenormalized
vertex function:

Γα
D(p1, p2) =

αCεm
2ε

4π

∫
dxdy

×
{

(2 − 2ε)2γα

2ε
x1−ε

Dε
− x−εNα(xb)

D1+ε

}
,

(252)

where we have taken into account that contributions con-
taining odd powers of k in the numerator vanish after the
angular integration and that Nαµν

2 gµν = (2 − 2ε)2γα. In
the equation above, the constant Cε is given by (236), and
Nα(xb) = γσ(p/1 − xb/ +m)γα(p/2 − xb/+m)γσ.

Another useful representation for the vertex function
can be obtained by integrating by parts the first term
in (252),

Γα
D(p1, p2) =

αCεm
2ε

4π

{
(2 − 2ε)2

2ε(2 − ε)

∫
dy

γα

Dε
0

+
∫

dxdy
x−ε

D1+ε

[
(2 − 2ε)2

2(2 − ε)
x2b2γα −Nα(xb)

]}
, (253)

where D0 = D(x = 1) = m2−y(1−y)q2, and q = p1−p2.
The divergent part of the vertex function can be easily

separated,

Γα
D(p1, p2) = L(1)γα + Γα

R,D(p1, p2), (254)

where
L(1) =

αCε

4πε
, (255)

and the renormalized vertex function Γα
R,D(p1, p2) is finite

when ε goes to zero. Again, note that we pull out only
the UV-divergent part of the renormalization constant in
equation (255). The renormalized vertex function can be
expanded in the parameter ε, which yields

Γα
R,D(p1, p2) = Cε

[
Γα

R,4(p1, p2) + εΓα
R,ε(p1, p2) +O(ε2)

]
,

(256)
where

Γα
R,4(p1, p2) = − α

4π

[
3
2
γα +

∫
dxdy

×
(
Nα(xb)
D

+ 2xγα lnD
)]

. (257)

The integration over x in (257) can easily be carried out
analytically. In this case we end up with the expression for
the renormalized vertex function in 4 dimensions, analo-
gous to those presented in [25,26,87]. (We note a large
number of misprints in formulas of [25].)

In higher-order diagrams, the vertex function is accom-
panied by electron propagators from one or both sides.
Hence, we may wish to separate the corresponding factors
(p/1 −m), (p/2 −m) from the numerators in (253), (257).
So, Nα(xb) can be represented in the form

Nα(xb) = (p/1 −m)γα(p/2 −m)L2

+ (p/1 −m)Lα
1r + Lα

1l(p/2 −m) + Lα
0 , (258)

where L2 = 2(1 − x)(1 + ε). Formulas for other functions
Li are obtained by simple algebraic manipulations. Here
we present an explicit expression only for the function Lα

0
that is of particular importance since it yields the only
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non-vanishing contribution to Nα(xb) when both p1 and
p2 are put on the mass shell. The expression reads

Lα
0 /2 = mx(1 − 2y)[1 + x(1 − ε)]qα

−mx[1 − x(1 − ε)]iσαβqβ

+m2[2 − 2x− x2(1 − ε)]γα

− [1 − x+ x2y(1 − y)(1 − ε)]q2γα , (259)

where σαβ = (i/2)[γα, γβ ]. Equivalent formulas for
Nα(xb) can be found in [88].

For completeness, we mention here some other rep-
resentations for the one-loop vertex function available in
the literature. In [89] the vertex function was studied in
the Fried-Yennie gauge for the general case of D dimen-
sions. The same gauge, but within the Pauli-Villars reg-
ularization, was used in [90]. The result for an arbitrary
covariant gauge in 4 dimensions is presented in [91]. The
vertex function in the Feynman gauge but within an old-
fashioned regularization can be found in the book of Jauch
and Rohrlich [92].

Appendix B: Analytical properties
of the one-loop self-energy
and vertex functions

In this section we investigate analytical properties of the
self-energy function Σ(εa − ω1) defined by equation (10)
and the vertex function Λµ(εa − ω1, εa) defined by equa-
tion (22) as functions of ω1. Our goal will be to demon-
strate that these functions (defined originally for real
values of ω1) allow an analytical continuation into the
complex plane.

We start with the self-energy function. Employing the
spectral representation of the electron propagator, it is
written as

Σ(εa − ω1) = 2iαγ0

∫ ∞

−∞
dω2D(ω2, x12)

×
∑

n

ανψn(x1)ψ†
n(x2)αν

εa − ω1 − ω2 − εn(1 − i0)
· (260)

Using the momentum representation for the photon prop-
agator (49), we write it as

Σ(εa − ω1) = − iα
π2
γ0

∫ ∞

0

dk k
sin kx12

x12

×
∑

n

ανψn(x1)ψ†
n(x2)αν In(ω1, k),

(261)

where

In(ω1, k) =
∫ ∞

−∞
dω2

1
(ω2

2 − k2 + i0)

× 1
(εa − ω1 − ω2 − εn(1 − i0))

· (262)

This integral is evaluated by the Cauchy theorem to yield

In(ω1, k) =


−iπ

k(εa − εn − k − ω1 + i0)
, εn > 0

−iπ
k(εa − εn + k − ω1 − i0)

, εn < 0.

(263)
Taking into account that εa − εn − k ≤ 0 for εn > 0
(a is assumed to be the 1s state), and εa − εn + k ≥
εa +m for εn < 0, we conclude that for ω1 ∈ (0, εa +m)
the self-energy function Σ(εa − ω1) can be analytically
continued both into the upper and into the lower half-
plane. However, for ω1 > εa +m, it allows the analytical
continuation into the upper half-plane only, and for ω1 < 0
in the lower half-plane only.

Analogously, considering the vertex function Λµ(εa −
ω1, εa), we can conclude that its analytical properties are
defined by the integrals In1n2 ,

In1n2(ω1, k) =
∫ ∞

−∞
dω2

1
(ω2

2 − k2 + i0)

× 1
(εa − ω1 − ω2 − εn1(1 − i0))

1
(εa − ω2 − εn2(1 − i0))

·
(264)

When εn1 and εn2 are of the same sign, we directly apply
the Cauchy theorem that yields

In1n2(ω1, k) =

−iπ
k(εa − εn1 − k − ω1 + i0)(εa − εn2 − k + i0)

,

εn1 > 0, εn2 > 0

−iπ
k(εa − εn1 + k − ω1 − i0)(εa − εn2 + k − i0)

,

εn1 < 0, εn2 < 0.

(265)

For εn1 > 0, εn2 < 0, we use the identity

1
(εa − ω1 − ω2 − εn1 + i0)(εa − ω2 − εn2 − i0)

=

1
εn1 − εn2 + ω1 − i0

×
(

1
εa − ω1 − ω2 − εn1 + i0

− 1
εa − ω2 − εn2 − i0

)
.

(266)

Now the Cauchy theorem yields

In1n2(ω1, k) =
iπ

k(εn2 − εn1 − ω1 + i0)

×
(

1
εa − εn1 − k − ω1 + i0

− 1
εa − εn2 + k − i0

)
,

εn1 > 0, εn2 < 0. (267)
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The case εn1 < 0, εn2 > 0 is considered in the same
way. Analyzing the integrals In1n2 as functions of ω1, we
conclude that the vertex function Λµ(εa − ω1, εa) allows
the analytical continuation to the upper half-plane for
ω1 > εa + m, to the lower half-plane for ω1 < 0, and
to both half-planes for ω1 ∈ (0, εa +m).

Appendix C: Radial integrals

A derivation of the radial integral RJ (ω, abcd) defined by
(59) (also called as the generalized Slater integral) can be
found in [40]. For our purposes it is convenient to write it
in the form:

RJ(ω, abcd) = (2J + 1)
∫ ∞

0

dx1 dx2 x
2
1x

2
2

×
[
(−1)JCJ(κa, κc)CJ (κb, κd)

× gJ(ω, x1, x2)Wac(x1)Wbd(x2)

−
∑
L

(−1)LgL(ω, x1, x2)Xac(x1)Xbd(x2)
]
,

(268)
Wab(x) = ga(x)gb(x) + fa(x)fb(x), (269)

Xab(x) = ga(x)fb(x)SJL(−κb, κa)

− fa(x)gb(x)SJL(κb,−κa), (270)

where gn, fn are the upper and the lower radial compo-
nents of the Dirac wave function, respectively. The func-
tion gL(ω, x1, x2) is the radial part of the partial-wave
expansion of the photon propagator,

exp(i
√
ω2 + i0x12)
x12

=
∑
L

(2L+ 1)gL(ω, x1, x2)PL(ξ),

(271)
where PL(ξ) is the Legendre polynomial, ξ = x̂1 · x̂2. Ex-
plicitly,

gL(0, x1, x2) =
1

2L+ 1
xL

<

xL+1
>

, (272)

gL(ω, x1, x2) = iωjL(ωx<)h(1)
L (ωx>), (273)

where ω =
√
ω2 + i0, jl(z) and h

(1)
l (z) are the spherical

Bessel functions, x> = max(x1, x2), x< = min(x1, x2).
Nonvanishing angular coefficients SJL(κa, κb) for J =

0 are:

SJ J+1(κa, κb) =

√
J + 1
2J + 1

(
1 +

κa + κb

J + 1

)
×CJ(−κb, κa) , (274)

SJ J (κa, κb) =
κa − κb√
J(J + 1)

CJ (κb, κa) , (275)

SJ J−1(κa, κb) =

√
J

2J + 1

(
−1 +

κa + κb

J

)
×CJ(−κb, κa) . (276)

For J = 0 there is only one nonzero coefficient
S01(κa, κb) = C0(−κb, κa). The coefficients CJ (κb, κa) are
given by

CJ(κb, κa) = (−1)jb+1/2
√

(2ja + 1)(2jb + 1)

×
(
ja J jb
1
2 0 − 1

2

)
Π(la, lb, J) , (277)

where the symbol Π(la, lb, J) is unity if la + lb +J is even,
and zero otherwise.

We mention the following properties of the radial in-
tegrals:

RJ(ω, abcd) = RJ(−ω, abcd) = RJ (ω, badc)

= (−1)ja−jc(−1)jb−jdRJ(ω, cdab), (278)

RJ (ω, abcd) ∼ ∆(jajcJ)∆(jbjdJ)
[
1 + (−1)la+lb+lc+ld

]
,

(279)
where ∆(· · · ) denotes the triangle rule.

Appendix D: Integration over momenta
in D dimensions

For completeness, we present here few basic formulas that
are needed to carry out integrations over loop momenta
in arbitrary number of dimensions.

In the evaluation of Feynman diagrams, integrals of
the following form are encountered:

J =
16π2

i

∫
dDk

(2π)D

× N(k)
(k2 + 2p1k +M2

1 )α1 . . . (k2 + 2pnk +M2
n)αn

, (280)

whereN(k) is a polynomial in kµ; pi andMi do not depend
on k.

First we use the following formula in order to combine
the terms in the denominator:

1
aα1
1 aα2

2 · · ·aαn
n

=
Γ (α)∏n

i=1 Γ (αi)

×
∫ 1

0

dx1

∫ x1

0

dx2 · · ·
∫ xn−2

0

dxn−1

×
(1 − x1)α1−1xαn−1

n−1

n−1∏
i=2

(xi−1 − xi)αi−1

[(1 − x1)a1 + (x1 − x2)a2 + · · · + xn−1an]α
, (281)

where α =
∑n

i=1 αi. The denominator in (281) can be
rewritten in the form (k2 − 2pk − M)α = [(k − p)2 −
∆]α, with ∆ = p2 +M . Shifting the momentum variable
k → k+ p, we end up with the integrals performed by the
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following formulas (D = 4 − 2ε):

16π2

i

∫
dDk

(2π)D

1
(k2 −∆)a

= (−1)aΓ (a− 2 + ε)
Γ (a)

(4π)ε

∆a−2+ε
,

(282)

16π2

i

∫
dDk

(2π)D

kµkν

(k2 −∆)a
= (−1)a+1Γ (a− 3 + ε)

Γ (a)

× (4π)ε

∆a−3+ε

gµν

2
· (283)

Similar integrals with odd powers of kµ in the numerator
vanish due to symmetry reasons.

Here is one more useful parametrization formula,

1
αn

− 1
βn

= −
∫ 1

0

dz
n(α− β)

[(α− β)z + β]n+1
· (284)

References

1. P.J. Mohr, B.N. Taylor, Rev. Mod. Phys. 72, 351 (2000)
2. M. Niering, R. Holzwarth, J. Reichert, P. Pokasov, T.
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(Éditions Technip, Paris, 1978)
39. E.M. Rose, Relativistic Electron Theory (Whiley, New

York, 1961)
40. W.R. Johnson, S.A. Blundell, J. Sapirstein, Phys. Rev. A

37, 2764 (1988)
41. D.A. Varshalovich, A.N. Moskalev, V.K. Khersonskii,

Quantum Theory of Angular Momentum (World Scientific,
Singapore, 1988)

42. V.A. Yerokhin, A.N. Artemyev, T. Beier, G. Plunien, V.M.
Shabaev, G. Soff, Phys. Rev. A 60, 3522 (1999)

43. E.H. Wichmann, N.M. Kroll, Phys. Rev. 101, 843 (1956)
44. W.R. Johnson, S.A. Blundell, J. Sapirstein, Phys. Rev. A

37, 307 (1988)
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